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Abstract

In the BCS model with imaginary magnetic field at positive temperature
we provide necessary and sufficient conditions for existence of a higher order
phase transition driven by temperature. We define the order of the phase
transition by regularity of the extended free energy density with tempera-
ture. More precisely we prove the following. There exist a non-vanishing free
dispersion relation and a weak coupling constant such that a temperature-
driven phase transition of order n € 4N + 2 (= {6,10,14,---}) occurs if
and only if the minimum of the magnitude of the free dispersion relation
over the maximum is less than or equal to the critical value v/17 — 121/2.
These statements are also proved to be equivalent to that there exist a non-
vanishing free dispersion relation and a weak coupling constant such that
the phase boundary varying with the inverse temperature has a stationary
point of inflection. Moreover, it follows that for any non-vanishing free dis-
persion relation and weak coupling constant the temperature-driven phase
transition is of 2nd order if and only if the minimum of the magnitude of

the free dispersion relation over the maximum is larger than /17 — 12v/2.

*

1 Introduction and main results

1.1 Introduction

The infinite-volume limit of the many-electron system governed by the Bardeen-
Cooper-Schrieffer (BCS) model with imaginary magnetic field can be explicitly
derived for any positive temperature and weak coupling constant if the free dis-
persion relation is non-vanishing, as shown in the preceding work [14]. While the
temperature, the imaginary magnetic field and the coupling constant are largely
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restricted in [12], where the free Fermi surface is non-degenerate, and in [13], where
the free Fermi surface is typically degenerate but non-empty, we have more freedom
to choose these parameters in the framework of [14]. In particular, if the coupling
constant is sufficiently small depending on the non-vanishing free dispersion rela-
tion, we can fully draw the phase boundary in the 2D plane of (inverse temperature,
imaginary magnetic field) and justify the derivation of the infinite-volume limit of
the free energy density at the same time. This means that we can reach a rigorous
conclusion on the phase transitions happening in the infinite-volume limit of the
many-electron system by means of mathematical analysis of the phase boundary.
This is what we aim for in this paper.

The imaginary magnetic field can be considered as the real time variable in the
context of dynamical phase transition ([1], [11]). This fact motivates us to work on
this unconventional BCS model. However, we remark that our notion of phase dia-
gram is different from the dynamical phase diagram defined in the physics literature
(e.g. [26], [10], [20], [21]). Our phase diagram drawn in [14, Subsection 2.1] shows
the boundary of a region where the gap equation has a positive solution in the
plane of (inverse temperature, real time). On the other hand, the dynamical phase
diagrams in [26], [10], [20], [21] show boundaries of different regions in a plane of 2
parameters, which does not include the real time variable. The 2 parameters plus
the real time variable control a dynamical analogue of free energy density called
return rate function. The 2 parameters belong to the inside of the boundaries if
the return rate function depending on these parameters has a particular singularity
with respect to the real time variable.

In [14, Section 2] we proved that the phase transition driven by the real time
variable is of 2nd order and that driven by the temperature is also of 2nd order
at most of the critical temperatures. Recall that we define the order of phase
transition in terms of regularity of the extended free energy density, which is an
analogy to the Ehrenfest classification. Moreover we gave a necessary and sufficient
condition for the representative phase boundary to have only one local minimum
point (LMiP). More precisely, the condition is that the minimum of the modulus
of the free dispersion relation over the maximum is larger than the critical value
V17 — 124/2. We did not relate the order of the phase transition to the uniqueness
of LMiP, though in [14, Remark 2.6] we mentioned a possibility of the temperature-
driven phase transition of higher order in case that the phase boundary has a
stationary point of inflection.

The main results of this paper are obtained by pursuing the question raised
in [14, Remark 2.6]. Admitting the free energy density of the BCS model with
imaginary magnetic field characterized in [14, Theorem 1.3 (ii)], we prove that we
can choose a non-vanishing free dispersion relation and a weak coupling constant
so that the system has a temperature-driven phase transition of order n for some
n € 4N+ 2 (= {6,10,14,---}) if and only if the minimum of the modulus of the

free dispersion relation over the maximum is less than or equal to /17 — 12¢/2.
We also prove equivalence between existence of a higher order phase transition
(HOPT) driven by temperature and existence of a stationary point of inflection
(SPI) on the phase boundary. It follows in particular that the temperature-driven
phase transition is of order n € 4N+ 2 if the critical inverse temperature is a SPI of
the phase boundary, it is of 2nd order otherwise. In the previous work [14] we were
unaware of the relation between the order of the phase transition and the critical



value /17 — 12y/2. The essential new finding in this paper is that the universal

constant \/17 — 124/2 is also a critical value for existence of a HOPT driven by
temperature.

Once the equivalence between existence of a HOPT and existence of a SPI is
established, we focus on the problem of existence / non-existence of a SPI. Our
study on the uniqueness / non-uniqueness of a LMiP of the phase boundary in
[14, Section 2] essentially helps us in this part. The proof of uniqueness of LMiP
is technically close to the proof of non-existence of SPI. Specifically, we apply [14,
Lemma 2.12] as the key lemma. When there are 2 LMiPs on the phase boundary,
we can continuously transform the free dispersion relation until one of the LMiPs
disappears. In the middle of this process a SPI appears on the phase boundary.
This is how we prove the existence of a SPT and thus a HOPT. We remark that [14,
Lemma 2.15] plays a key role in the proof of the existence in a critical case. After
proving the main theorems we study specific models in terms of SPI and HOPT.
There we also apply [14, Lemma 2.24] and admit the proof of [14, Proposition 2.26].

The critical value v/ 17 — 12v/2, whose original meaning is a root of the polynomial
X*—34X?%+1, is already involved in [14, Lemma 2.12], [14, Lemma 2.15] and [14,
Lemma 2.24]. This work can certainly be seen as a continuation of [14, Section 2]
from the technical viewpoint.

To the best of the author’s knowledge, phase transition in the BCS model
with imaginary magnetic field at positive temperature has not been reported in
other articles except for [12], [13], [14]. Concerning the conventional BCS model
without imaginary magnetic field, it is a general consensus that the temperature-
driven transition between superconducting / normal phase is of 2nd order. Despite
that there are many mathematical papers studying the BCS theory (see, e.g., the
review articles [9], [2]), it seems that only a few have tried to prove the order of
the phase transition. There are mathematical constructions toward the 2nd order
phase transition in a BCS-type thermodynamic potential by Watanabe ([22], [23],
[24], [25]).

We find more articles related to the present paper’s theme, namely HOPT
in superconductors, in physics literature. Cronstréom and Noga [3] obtained a
mean field solution to the BCS model in thin films and a layered structure, which
shows a 3rd order superconducting phase transition. There are attempts to explain
experimentally observed anomalous superconducting phase transitions in terms of
HOPT, especially of 3rd / 4th order, by extending the phenomenological Ginzburg-
Landau theory. Kumar and the coauthors ([16], [18], [19], [17], [8]) initiated this
approach. Later Ekuma and the coauthors ([4], [5], [7], [6]) continued in this line of
research, aiming in particular to explain a 3rd order phase transition in iron-based
superconductors.

This paper is organized as follows. In the rest of this section we prepare neces-
sary concepts and state the main results of this paper. In Section 2 we prove the
main theorems step by step by establishing various propositions ranging from the
equivalence between HOPT and SPI to existence / non-existence of a SPI. In Sec-
tion 3 we study whether HOP'T is possible in multi-orbital non-hopping models and
a one-dimensional nearest-neighbor hopping model. These are the same models as
those analyzed in [14, Subsection 2.3] with regard to uniqueness / non-uniqueness
of a LMiP of the phase boundary.



1.2 The main results

We keep using many of the notations introduced in [14, Section 1, Section 2|. Let us
reintroduce the important ones for clarity of the present paper. With the dimension
d € N let (v;)9_; denote a basis of R?. Define the subset I'%, of R? by

d
F; = {Z ]Afj\Afj

=1

kielo,27] G=1,--- ,d)}.

Originally the set I'% is the continuum limit of a finite momentum lattice spanned
by (\7]-)?:1, which is denoted by I'* below. Take b € N and €5, €maz € Rsq satisfy-
g €min < €maz- The set E(€min, €maz) of one-particle Hamiltonians in momentum
space is defined as follows. E € E(€min, €maz) if and only if

E € C=(R?, Mat(b, C)),
E(k) = B(k)", Yk € R,
E(k +27v;) = E(k), Vk e RY, j e {1,--- ,d},

(1.1) E(k) = E(—k), Vk € R?,
inf inf  ||E(k)ulce = emin(>0),
keRd uech

with Hu“(cb =1

sup [|E(K)|loxb = €maz-

keRd
Here Mat(b, C) is the complex Banach space of b x b complex matrices equipped
with the operator norm || - [[yxp. Also, || - [|cv denotes the canonical norm of C°
induced by the Hermitian inner product.

Some of the properties assumed in &(€emin, €maz) Will not be used in this paper at
all. For example, we do not need to assume that k — FE/(k) is infinitely differentiable
and (1.1) to complete the proofs of the main results. We keep these conditions in
this paper in order to emphasize that the free energy density analyzed in this paper
is the same as that rigorously derived in [14, Theorem 1.3 (ii)] by assuming these
conditions.

Our main theorems concern the free energy density which explicitly involves the
solution A to the gap equation. Therefore we have to introduce the gap equation
in advance. For E € E(emin, €max) the function gg : Ryg x R x R — R is defined
by

gE(xa t? Z)

sinh(z\/E(k)? + 22)
= + Dd dk TI' 5
U] rs. (cos(t/2) + cosh(z\/E(k)2 4 22))\/E(k)? + 22
Dy = |det(vy, - ,vq)| 7 (2m) 7%
The parameter U is real, negative and called coupling constant. Remind us that
for any function f : R\{0} — C and k € R? f(E(k))(€ Mat(b,C)) is defined via

the spectral decomposition of F (k). The next lemma is essentially the same as [14,
Lemma 1.1].

Lemma 1.1. The following statements hold for any (8,t) € RogxR. The equation
ge(B,t,A) =0 has a solution A in [0,00) if and only if g(5,t,0) > 0. Moreover,
if a solution exists in [0,00), it is unique.
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This lemma enables us to define the function A : Ryg xR — R as follows. For
(B,t) € Rogx R, if gr(B,t,0) > 0, let A(B,t) € Rsq be such that gg(5,t, A(5,1)) =
0. If gp(B,t,0) < 0, let A(B,t) := 0. Observe that

A(B,t) = A(B, 0t +4mm), Y(B,t) € Ryg xR, 0 € {1, -1}, m € Z.
Moreover, we define the function Fg : Ryyp x R — R by
A(ﬁ t)2 Dy (t) -BE(k
Frp(B,t) i=—— — — dk Trlog [ 2cos [ = | e #P®
SO0 T 2

1 SWVERTFABI-EK) | B E(k)2+A(67t)2+E(k))>_

We can see that
(1.2) Fg(B,t) = Fg(B,dt + 4mm), Y(B,t) € Rog xR, 6 € {1,—1}, m € Z.

According to [14, Theorem 1.3 (ii)], for any E € E(emin, €maz) there exists ¢ € (0, 1]
such that for any § € Ryg, t € R,

2¢ . d+1
(1.3) Ue 5 min{ e, in, €50+, 0

Fgr(5,t) = }EEO ( 5Ld log (Tre BHJritSz)) 7

LeN
where ¢ depends only on d, b, (ffj)?zl and the quantity

d am;

1

bxb

(1.4) sup  sup E(k)
keRd mj;eNU{0}

(5=1,---,d)

>4 my<d+2

For any proposition P 1p := 1if P is true, 1p := 0 otherwise. The operator H is the
BCS model with the reduced quartic interaction and the one-particle Hamiltonian
E(-), and S, is the z-component of the spin operator. The negative parameter U
controls the strength of attractive interaction between Cooper pairs in the BCS
model H. More precisely,

1
H:= 7d Z Z Z o E k) (p, )wpxaw”y"

(px),(ny)EBXT o€ 1,1} keT™

U * *
+ E Z wprwpxl,wﬁyiwnYT ’

(p,x),(n,y)EBXT

Z prqVZ)PXT - w;x¢¢PX¢)7
X)EB

where B :={1,2,--- ,b},

d
F = {Z mjvj

j=1

mje{oala"'aL_l} (]:Lad)}a



d 2 Ar 2T
r*:z{Zmﬁj mje{O,f,f,---72w—f} (jzl,---,d)},
j=1

(v;)}_, is a basis of R?, dual to (v;)9_, and for (p,x,0) € BXT X {1, 1} ¢pxo (V)
is the annihilation (creation) operator on the Fermionic Fock space Fy(L*(B x T x
{1,4})). The Fermionic operators appear only here in this paper. As we want to
relate the present construction to the original definitions, U is taken as a negative
parameter throughout this paper even though we essentially deal with |U| in every
estimate.

Next let us recall the notion of phase boundary. We define the subsets Q,, Q)_,

QO of R>0 x R by

QJr = {<ﬁat) € R>O x R ’ gE(ﬁ7t7O) > 0}7
Q- = {(5,t> €ERso xR | gE(67t70) < 0}7
QO = {<67t) S R>0 x R | gE(ﬁvtvo) = 0}

It follows that RyoxR = QUQ_UQo and A(5,t) > 0if and only if (5,t) € Q,. We
call @)y phase boundary. The main theme of this paper is to study the regularity
of Fr on the phase boundary @)y. Because of the periodicity of gg(3,t,0) with
t, Qo is infinite union of copies of one representative curve. This paper’s main
problems can be solved by focusing on the representative curve. The next lemma
is essentially the same as [14, Lemma 1.2] and supports the well-definedness of the
representative curve.

Lemma 1.2. Assume that |U| < 222 Then, there uniquely exists
2 b|U
tanh ™ (L)]
Emin 2emin

ge(B,m,0) <0, VB € Ry,
9e(B,2m,0) > 0, VB € (0,5.),
(
(

e

such that

9k ﬁca 27T70) = 07
gE ﬁ72ﬂ-70) < 07 VB € (567 OO),

where tanh ™ : (—=1,1) — R is the inverse function of tanh.

From here we always assume that U € (—2%2= 0) so that the existence of the
critical inverse temperature 3. is guaranteed by Lemma 1.2. By the monotone
increasing property of t — gg(8,t,0) in (7, 27) for any § € (0, 8.) there uniquely
exists 7(8) € (m,2m) such that gr(5,7(5),0) = 0. This defines the function 7 :
(0, B.) = (m,2m). By [14, Lemma 2.2 (i)] 7 € C¥((0, 5.)). Remind us that for any
open set O(C R™) C*(0O) denotes the set of real analytic functions on O. Using
the function 7, we can characterize the phase boundary () as follows.

(1.5) Qo ={(B,07(B) +4mm) | B € (0,5.), 6 € {1,—1}, m € Z}
U{(Be, 21 + 4mm) | m € Z}.



The above characterization was given in [14, (2.3)]. We can see that @ is a union
of copies of

{(B,7(8) | B € (0,6} U{(B, =7(8) +4m) | 5 € (0, 5c)} U{(Be, 2m)},

and thus we can consider the above set as the representative curve of the phase
boundary. Moreover,

(1.6) Q= || {(8.0)]Be0.8) te B +amm,—r(8)+dx(m+ 1))},

meZ

Q- = [ | {(8:0) ] B (0.8, t € (~7(8) + dmm, 7(8) + 4=m) } .

mEeZ

This interestingly suggests that in this weak coupling regime the gap equation has
a positive solution only when the temperature is high.

To state the main theorems, we have to make clear our definition of phase
transition. For (p,n) = (+, —) or (—,+) let us set

= (B,t0) € Q,, VB € (By—¢, ),
Qo= {ot e [3emans GG BRI

Here we should recall the fact that for any E € E(emin, €maz)
(17) FE|Q+UQ_ c CUJ(Q+ @) Q,), Fr e CI(R>0 X R),

which was proved in [14, Proposition 2.5 (i)]. For (5o, to) € Rsg x R, n € N(=

{17 2a 37 e })7 (p7 77) < {("’7 _)a (_7 +)} we define the properties (PT)n,(p,n)<6Oa to),
(PT)y,(p.n) as follows.

(PT)n,(p,n) (507 tO)

(Bosto) € Qps

lim aa S Bita), Jim a(;;i (B, 1) converge to finite values
for any m € {0,1,--- ,n}, and

611}1;0 a;ﬁiE(B, 0) = B\B agﬁiE(ﬂ,to) Ym e {0,1,-- ,n— 1},
Jim G (o1 # Jim (10

(PT)n, oy There exists (fo,to) € Rso x R such that (PT),, (,) (580, %) holds.

By analogy with the Ehrenfest classification we state that the system has a phase
transition of order n driven by temperature when (PT), ,,) holds. According
to [14, Proposition 2.5 (ii)], (PT)s4,—), (PT)s,—,4) hold. The question here is
whether (PT),, ) holds for n > 3, or in other Words a phase transition of order
n(> 3) driven by temperature occurs. The following fact based on (1.2), (1.5),
(1.6) will be useful later.

Lemma 1.3. Let fy € (0,5.], n € N, (p,n) € {(+,—),(—,+)}. The following
statements are equivalent to each other.



o There exists to € R such that (PT), . (Bo,to) holds.

e {t e R | (Bo,t) € Qon}t # 0 and for any ty € R satisfying (Bo,to) € Qpy
(PT)n (o) (Bo; to) holds.

o If Bo < Be, (PT)n,(om)(BosT(Bo)) holds. If Bo = Be, (PT)n,(pm) (5o, 27) holds.

In addition, we need to prepare the concept of stationary point of inflection
(SPI).

Definition 1.4. Let a,b, ¢ € R satisfy a < ¢ < b. Let f € C'((a,b),R).

(1) We call c rising stationary point of inflection of f if there exists ¢ € Ry such
that

(c—e,c+¢) C(a,b),

df
%(c) =0,
%(x) >0, Vo € (c—e,c+¢)\{c}.

(2) We call ¢ falling stationary point of inflection of f if there exists e € R.q such
that

(c—e,c+¢) C(a,b),
To-o

dx
%(:p) <0, Vz e (c—¢c,c+e)\{c}.

(3) We call ¢ stationary point of inflection of f if ¢ is either a rising stationary
point of inflection or a falling stationary point of inflection of f.

We define the properties (SPI)¢(5y), (SPI) for € € {r, f}, Bo € R as follows.

(SPI),(Bo)  Bo is a rising stationary point of inflection of 7(-) : (0, 5.) — R.
(SPI)¢(Bo)  Po is a falling stationary point of inflection of 7(-) : (0, 8.) — R.
(SPI); There exists fy € (0, 5.) such that (SPI)¢(5) holds.

Using these terms, we can state our main theorems. Theorem 1.5 summarizes
the equivalence between existence of a HOPT and existence of a SPI plus the fact
that if a HOPT occurs, it must be of order n € 4N + 2.

Theorem 1.5. Let d,b € N, (‘A’j)?zl be a basis of R, €min, €maz € Rso satisfy

€min S €maz); U € (_Zi%m’o)’ E € g(eminvemaz); (£7p7 77) € {(ra—h_)a (f7_a+)}
and By € (0, 5.). Then the following statements hold.

(1) (SPI)¢(Bo) holds if and only if there exists n € AN+2 (= {6, 10,14, --- }) such
that (PT)n,(pm (8o, T(Bo)) holds.

(ii) (SPI)¢ does not hold if and only if (PT)a, ) (5,t) holds for any (B,t) € Q.



(iii) (B,t) € Qpyn and (PT)apy)(5,t) does not hold if and only if there exists
n € 4N + 2 such that (PT), pn)(5,t) holds.

In essence Theorem 1.6 gives a necessary and sufficient condition for existence
of a HOPT and a SPI.

Theorem 1.6. Foranyd,b € N, basis (\7]);1 L of R and epnin, €mar € Rsg satisfying
Emin < €maz the following statements are equivalent to each other.

(Z) For any UO € (07%); (p777) € {(+7_)7(_7+)} there exist U € [—U(),O),
E € E(emin, €maz), 1 € AN+ 2 (= {6,10,14,-- - }) such that (PT), . holds.

(ii) For any Uy € (0,2i) & € {r, f} there exist U € [~Uy,0), E € E(emin, €maz)
such that (SPI)¢ holds.

(iii)

Smin /17 — 12v/2.

emaz

Theorem 1.6 is not logically equivalent to the following theorem, which essen-
tially gives necessary and sufficient conditions for the temperature-driven phase
transition to be of 2nd order.

Theorem 1.7. Foranyd,b € N, basis (vj) L of R and epin, €mar € Rsg satisfying
Emin < €maz the following statements are equwalent to each other.

(i) There exists Uy € (0, 22ix) such that for any U € [~Uy,0), E € E(emin, €maz),
(p.m) € {(+, =), (= H)}, neNs3 (=13,4,5,---}) (PTD)n(py does not hold.

(ii) There exists Uy € (0, 22in) such that for any U € [—Uy,0), E € E(€min, €maz )
(p,m) € {(+, =), (= 1)}, (B,1) € Qpy (PT)apmy(B, 1) holds.

(iii) There exists Uy € (0, 2222) such that for any U € [—Up,0), E € E(emin, €maz),
¢ e{r, f} (SPI)¢ does not hold.

(iv)

Cmin 17 = 12V/2.

emax

Remark 1.8. According to Theorem 1.6, a HOPT driven by temperature exists
in the case c=m < /17 — 121/2. Strictly speaking, we cannot state that a HOPT
exists in the BCS model with imaginary magnetic field unless the derivation of
Fg(B,t) from the many-electron system is justified. In the case f=m < /17 — 12¢/2
the existence of a HOPT is guaranteed while the derivation of F E(/B t) is justified
by [14, Theorem 1.3 (ii)]. See Remark 2.13. In the case &z = /17 — 12v/2,

however, we cannot prove existence of a HOPT while justifyﬁnrixg the derivation of
Fg(B,t). See Remark 2.16.




2 Proof of the main results

In this section we will prove Theorem 1.5, Theorem 1.6 and Theorem 1.7. The
proof of Theorem 1.5 will be completed in Subsection 2.1. We decompose Theo-
rem 1.6, Theorem 1.7 into several claims. We will prove the claims step by step.
Combination of them will complete the proof of Theorem 1.6, Theorem 1.7 in the
end of this section.

2.1 HOPT and SPI

Here we prove Theorem 1.5, the equivalence between the claim (i) and the claim
(ii) of Theorem 1.6 and the equivalence between the claim (i), the claim (ii) and

the claim (iii) of Theorem 1.7. To this end, we define the functions Fg, gg :
Rog xR x (—€2,  00) = R for E € E(min, €maz) bY

~ z Dd t 5

Fgp(z,t,2) = T /1“;;0 dk Trlog (cos (5) + cosh(zy/ E(k)? + z)) )

- 2 . sinh(z+/E (k)% + z)

95(®,4,2) =~y + Da /F;o et ((cos(t/Z) + cosh(zy/E(k)? + 2))/E(k)? + z) |

Observe that
(2.1)

Fo(B.t) = Fu(B,t, A8, 1)) — % / dk Tr log(2¢709), V(8. ) € Rog x R,
T

(2.2)
ge(z,t,2) = gp(x,t, 2%),

(2.3)
OFg
0z

(2.4)
aai:(x,t,z) <0, Y(z,t,2) € Ry X R x (=€, ,00).

The inequality (2.4) is based on the fact that

1_
(x,t,2) = —égE(x,t,z),

sinh z
2. — R R
(2:5) v (e + cosha)z — ° ~

is strictly monotone decreasing for any ¢ € [—1,1]. The equality (2.1) suggests
that we can study the regularity of the function Fg by analyzing Fg(8,t, A(B,t)?)
instead. It follows from (1.7), (2.1) that

(2.6)
(B,t) — ﬁE(ﬁ, t, A($3,t)?) is real analytic in Q, U Q_ and C'-class in Ry x R.

We can see from this fact and the inequality (2.4) that the statement of the next
lemma makes sense.
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Lemma 2.1. For any n € Nsy (= {2,3,4,---}) and (B,t) € Q4 the following
equality holds.

(2.7)
9N Fop.t, A5, 1)
8/6 E ) Uy )
O"F
n—2 n—1—j=
(B tLAB 1)) = Oan=i=d o=,
2=A(B,1)?
ag -1 aa+b§
+ Z Locnlpin<n—1Ep (( 8: (z,t Z)) ; (axa—aj,(xvta z) S
p,NEN> 1<a+b<n—1
0°gp "gE
A
2=A(B,0)2

Here P, , is a polynomial with real coefficient for any p,n € N>y satisfying p <1,
p+n<n—1. ForC,p, € C (a,be NU{0},1<a+b<n-1)

(Ca,b) abeNU{O} = (00,1,00,27 T aCO,n—laol,O;CLly T aCLn—Qa T >Cn—1,o)-

Proof. Take any (§,t) € Q.. By (2.3)
9 Fu(Bt, A, 1)?) = aFE o (5.4, A(8.0) ~ AB.H L2 (8,076, AB1).

op op
Here we remark that by the implicit function theorem for real analytic functions
(see e.g. [15]) A € C¥(QLUQ_). By (2.2) g(B,t, A(B,t)*) = 0. Thus,

0 ~ aFE

%FE(ﬁ,t JA(B,1)?) = Sy B LA, t)?%).
Moreover, by (2.3)
258) (%) Fo(B,t, A(B, 1))
_ aZFE 82FE

—— (Bt A(B, 1) )+2A(ﬁ,lt)8 (B,6) 5, (B 1, A8, )7)

ﬂ

_ aQF : (3.1 >‘99E (8.4, A(B, 1))

O (5,1,A(8,07) ~ AB) 0

We can derive from (2.2), (2.4) that

8

%e (B,t, A(B,1)?)

2.9 9 ) -
29) MGG =~
By substituting (2.9) into (2.8) we obtain that
_ 2
9N\? - 0T o (ZE@ap)
<%) FE(67taA(6ut) ) - W(ﬁ’th(ﬁ7t) )+ 28g5<ﬂ,t,A(ﬁ,t)2) )
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which is (2.7) for n = 2.
Let us assume that (2.7) holds for some n € Nso. By differentiating both sides
with 5 and using (2.3), (2.9) we have that

(2.10)

%e (B,t, A(B, 1)) 52 (B,t, A(B,1)?)
28%(5 t,A(3,1)?)

n—2 a agE an 1— ng
+ 26{;;3 (ﬁ,t,A(ﬁ,t)Q) ; (%) (ax (LE t, Z)_ax _(l‘ t Z)) -,

2=A(B,t)2

]:0 =0,

8 2=A(B,t)2

%e (3., A(B,1)?)
o 1 270 IJE oGy

192 \ 2% (.1, 2) & Z (%> (aa: ) G (“’Z)) o

2=A(8,t)2
99e (¢, 2) 8)
+ Lo<nlprn<n—1 -
pneZN s ( L (1.1, 2) 02

9
ox
a+b~
P
P ( > ( 0xe0zb (v t,z)) a,bENU{0}
1<a+b<n-—1

0’9k "gp
s (x,t,2)=—— e (x,t, ))

o=,
2=A(B,t)2

In more detail

n—2 j ~
9\’ (05 g1 Jg

=0 = A<§z>2
n—l n—l . k)~ TL*k"V
= . —k‘ ZL’,t, Z) —k ((L‘7t, Z) s
== < k-1 ) Ox Ox =,
2=A(B,t)
n—2 i+1 ~ i~
AN 075 oGy
2.12 — —2(x,t, 2)—=(z, t
ZEREDY () (FEerofmZera)|
= 2=A(B,t)2
n—1 i ~ ~
0 )J (8gE 0" Igg
- 9. ( 't ) n (‘T’th)
2=A(B,t)2
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By using (2.11), (2.12) we can see that the 1st, 2nd, 3rd term of the right side of
(2.10) can be organized into the 1st, 2nd term of the right side of (2.7) for n + 1
and the 4th, 5th, 6th term of (2.10) can be summarized into the last term of the
right side of (2.7) for n + 1. Thus, (2.7) holds for n + 1. The induction with n

concludes the proof. O

To understand the following lemmas, let us recall that 7 € C*((0, 3.)), which
is claimed in [14, Lemma 2.2 (i)].

Lemma 2.2. (i)

99E _ 0gE dr
E(ﬁvT(ﬁ%O) - _W<577(ﬁ)70)%<ﬁ)7 vﬂ € (07/86)
(ii) Assume that By € (0,5.), n € N>y and
Z;—;(ﬁg) =0, Yme{1,2,--- ,n—1}.
Then

aan;% (ﬁ()?T(BU):O) = Oa Vm € {07 17 e, = 1}7
g Jg ar
(00, (50),0) = =05 (B, 7(80), 0) 2 (o)

Proof. (i): The claim follows from the equality

(213) gE(BaT(ﬁ)vo) = Oa V/B € (07/86)

(ii): We can derive from (2.13) that

o dr. 9\
—+—(x)= | g t = [ .
(5 + E@5 ) Fee0] =0 MeNU{}L se.8)
t=r(8)
The result follows from this equality and the assumption. O

Lemma 2.3. Assume that By(€ (0, B.)) is a SPI of T(-). Then there existn € 2N+1
(=1{3,5,7,---}) and € € R~ such that (By — &, Bo +¢) C (0, B.) and
jlﬁ_”:(ﬁo) =0, Vm e {1,2,--- ,n—1},
d"t
apm
dr

%(5) #0, VB € (Bo—¢,B0+)\{Po}

(Bo) # 0,

Moreover,

9" gE
ox™

a" JE
ox™

(214) (60,7'(60),0) = 0, Vm € {0, ]., e, N — 1},

(8o, 7(B0),0) # 0.

13



Proof. The claims on 7(-) are general properties of a real analytic function having a
SPI. However, we provide the proof for clarity. By the assumption and the definition
of SPI there exists ¢ € R such that (8y — ¢, 5o + ) C (0, 5.), %(ﬁg) =0 and

(2.15)

j;(ﬁ) >0, VB € (Bo—¢,B0+¢e)\{fo} or B

Since 7 € C¥((0,/,.)), there exist ¢ € (0,¢], n € Nsg such that g;—;(ﬁo) =0,
vm€{1a27"'7n_ adﬁn<ﬂ0)7éoand

( ) < 0, \V/B € (60 —5,50 +€)\{ﬁo}‘

dr - dmr _—
dﬁ z:n ] 1d@m(50)(5 Bo)™ ", VB € (Bo— ¢, B+ €).
We can deduce from the property (2.15) and the above expansion that n must
be odd. At this point the claims on 7(-) have been proved. The claims on
gp follow from the above properties of 7(-) and Lemma 2.2 (ii) plus the fact

agE 2 (Bo, 7(Bo),0) > 0 based on 7(5) € (,27). O
We can prove Theorem 1.5 by applying Lemma 2.1 and Lemma 2.3.

Proof of Theorem 1.5. (i): Assume that (SPI)¢(f;) holds. We can see from (1.6)
and the general behavior of 7(-) proved in [14, Lemma 2.2] that (5o, 7(80)) € Q-
By Lemma 2.3 there exists ng € 2N + 1 such that (2.14) holds for n = ny. We
remark that

0
op

Bearing (2.11) in mind, we observe that for any n € {2,3,--- ,2ng — 1} each of the
2nd, 3rd terms of the right-hand side of (2.7) contains 8 gE (ﬂ t, A(B,t)?) for some
m € {1,2,--- ,ng — 1}. For n = 2ny the 2nd term Contams (anOgE (B,t, A(ﬁ t)?))?

and each of the 3rd terms contains 8;%? (B,t, A(B,t)?) for some m € {1,2,--- ,ng—

1}. This observation and the properties (2.4), (2.14), (2.16) imply that for any
nef2,3, - 2ng—1}

o FE

(2.16) ( )FEth(ﬂ 02 = 22 (5.4.0), v(5,0) € . 1 e NU{0).

] o\" ~ 2
lim (%) Fo(B.7(80), AB, 7(50))?)

B—Bo
(B, 7(Bp))EQ
OF
= lim an(B,T(ﬁo),A(ﬁ»T(ﬁo))2)
(8.7(B0))EQ+
OF
= 890"]3(60’7(60)’0)
O ~
— i (5] Felbr(0 a7,
(8.7(80))EQ—
I; 0 2n0ﬁ A 2
lim <% E(B,7(Bo), A(B,7(5))”)
(B, 7(Bp))EQ ¢
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N omo—1 [ J—1
B aQnUFE Z]=n0 ( No —]_ ) (anogE

= (Bo- (). 0) + —5 <ﬂo’7<ﬁo>’0>)

g 2% (5, 7(50),0) \ Dam
a2n0f
< (B0, 7(50).0)

a 2n0~
= (%) Fu(B,7(Bo), A(B, 7(50))?).
(B,7(Bp))EQ—

Combined with (2.1), the above argument concludes that (PT)an,. (o) (B0, 7(5o))
holds.

Assume that (SPI)¢(fy) does not hold and (5o, 7(5)) € @, It follows from
(1.5), (1.6) that g—g(ﬂo) > 0if & =, g—g(ﬁo) < 0if £ = f. Consider the case
that € = r and %(60) = 0. Since 7(-) is real analytic and not constant, there
exists ¢ € Ry( such that g—g(ﬁ) #0,VB8 € (Bo—¢,00+e)\{fo} If j—g(ﬁ) < 0,
V6 € (B — ¢, ) or F(B) <0, V8 € (Bo, fo +¢), it contradicts that (Bo, (o)) €
Q4+ —. Thus j—g(ﬁ) > 0,V5 € (Bo—¢, Bo+¢)\{5o}, which means that f is a rising

SPI, a contradiction. Therefore 97(3,) > 0 if £ = r. Similarly we can prove that

g
F(Bo) <0if €= f.
We can derive from this, (2.7) for n = 2, Lemma 2.2 (i) and (2.16) that

_ 0\? ~ 2
lim (%) Fp(8,7(50), A8, 7(50))?)

B—Bo
(B,7(Bp))EQ+

_ PFy (%2 (B0, 7(50), 0) £ (50))?
=3 (Bo, 7(Bo),0) + 27 (G (o). 0)
82F,
< axQE(ﬁ()?T(ﬁO)ao)
2
= tim () Bl () MGG,
(B,7(B))EQ—

Here we also used (2.4) and that %(BO,T(BO),O) > 0. This together with (2.1),
(2.6) imply that (PT)s, () (B0, 7(80)) holds, and thus (PT),, (,.n (Fo, 7(5o)) does not
hold for any n € 4N+ 2. If (5o, 7(50)) & Qpmy (PT)n o) (Bo, 7(Bo)) does not hold
for any n € 4N + 2 by definition. The claim (i) is proved.

(ii): Assume that (SPI)¢ does not hold. Take any (f1,t1) € Q,,. First let us
assume that 3; € (0,5;). It follows from (1.5), (1.6) that (51, 7(51)) € Q,,. The
same argument as in the 2nd half of the proof of (i) leads to that

2
(55 ) Feldr(50. 8 7(50)7)
(8,7(B1))€Q 4

2
<t (g5) Fe(o, (). G
(B,7(B1))€Q—

This property, (2.1) and (2.6) ensure that (PT)s (,.)(81,7(61)) holds. Then by
Lemma 1.3 (PT)2 () (51, t1) holds.
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Next let us assume that 5, = S.. In this case

1
tanh(3| E(k)[)| E (k)|

~ 2
gE<x7tl>O):_|_m+Dd/ dkTI‘( )7 V'TGJR>07
r

*
oo

and thus %(m,tl, 0) < 0, Vo € Ryy. Using this inequality, (2.4), (2.7) for n = 2

and (2.16), we deduce that

. 0 >2 ~ 9?Fp (%2 (By,4,0))?
lim | =) Fe(B,ti,AB,t)%) = —=(b,t1,0) + ~2=

A (33) B oo - GEen0 - ERmT
2Fy
W(ﬁl,tbo)

= 1 0 2? B.t1, A(B, )2

= (Bi%lé % E( v ( ) 1) )7

which together with (2.1), (2.6) imply that (PT)s () (51,t1) holds. Thus we have
proved that if (SPI)¢ does not hold, (PT)q (,.)(3,t) holds for any (3,t) € Q-

If (SPI)¢ holds, by the claim (i) there exist 85 € (0,5.), n € 4N + 2 such that
(PT)s,(pn) (B2, T(B2)) holds. This means that (52, 7(82)) € Qpy,y and (PT)a, ) (B2, 7(52))
does not hold. We have proved the claim (ii).

(iii): Assume that (8s,t3) € Q,, and (PT)y () (83, t3) does not hold. If 33 = £,
by the 2nd half of the proof of (ii) (PT)s,(,) (53, t3) holds, which is a contradiction.
Thus B3 € (0,5.). If (SPI)¢(53) does not hold, by the 1st half of the proof of
(ii) (PT)a,(p) (B3, t3) holds, contradicting the assumption. Thus (SPI)¢(f3) must
hold. Then by the 1st half of the proof of (i) there exists n € 4N + 2 such that
(PT)s, o) (B3, 7(B3)) holds. Moreover, by Lemma 1.3 (PT),, (. (83, t3) holds. The
converse is obvious from the definition. O

As a corollary of Theorem 1.5, we can prove the following.

Corollary 2.4. (1) The statements (i), (ii) of Theorem 1.6 are equivalent to each
other.

(2) The statements (i), (ii), (iii) of Theorem 1.7 are equivalent to each other.

Proof. (1): If (PT), ) holds with n € 4N + 2, by Lemma 1.3 there exists
50 S (O,BC] such that (PT)n,(p,n)(ﬁmT(/BO)) holds if ﬁg < ﬁc, (PT>n,(p,n)<50a27r)
holds if By = B.. If By = B, it follows from the proof of Theorem 1.5 (ii)
above that (PT)s (5. (B0, 27) holds, which is a contradiction. Thus 8, < . and
(PT)n (o (Bos 7(Bo)) holds. We can deduce the equivalence between (i) and (ii) of
Theorem 1.6 from the above argument and Theorem 1.5 (i).

(2): Theorem 1.5 (ii) implies the equivalence between the statements (ii), (iii).
We can deduce from the definition of (PT),, (,,) that the statement (ii) implies the
statement (i). It suffices to show that the statement (i) implies the statement (iii).
Suppose that for any Uy € (0, 22z there exist U € [~Up,0), E € E(€min, €maz),
¢ € {r, f} such that (SPI)¢ holds. By definition there exists 5y € (0, 5.) such that
(SPI)¢(5o) holds. Set (p,n) = (+,—)ifE =1, (—,+) if ¢ = f. By Theorem 1.5 (i)
there exists n € N>3 such that (PT), ,,) holds. This means that (i) implies (iii).
Thus the claim holds true. [

16



The following corollary will be used in Subsection 2.4 and Subsection 2.5 to
prove key propositions on which Theorem 1.6, Theorem 1.7 are based.

Corollary 2.5. Under the same assumption of Theorem 1.5 the following statement
holds. (SPI)¢ holds if and only if there exists n € 4AN+2 such that (PT)y, () holds.

Proof. By Theorem 1.5 (i), if (SPI)¢ holds, there exists n € 4N + 2 such that
(PT),,(p,n holds. It follows from the 2nd half of the proof of Theorem 1.5 (ii) and
(1.5), (1.6) that (PT)q 4 (e, t1) holds for any ¢; € R satisfying (B.,t1) € Q4 -
and (f.,t) ¢ Q— 4 for any ¢ € R. This ensures that if (PT), () (5,t) holds for
some (5,t) € Ryg x R, n € 4N + 2, then 8 € (0,5.). We can deduce from this
property, Lemma 1.3, Theorem 1.5 (i) that if there exists n € 4N + 2 such that
(PT)p .y holds, (SPI) holds. O

2.2 General lemmas

Here we prepare several lemmas in order to prove Theorem 1.6, Theorem 1.7 in
the following subsections. For E € E(emin, €maz) We define the function F, :
R x (=1,0) — R by

Foo(z,y) = Dd/

T

sinh(zE(k))
il (<y T cosh(mE<k>>>E<k>> |

In fact this function was defined in [14, (2.38)]. We keep using the same notation
for consistency with the previous paper. First of all let us state a basic lemma
which follows from Lemma 1.2 and is the same as [14, Lemma 2.1]. Presenting the
whole statement here must be convenient for the readers to apply in the subsequent
construction.

Lemma 2.6. Assume that |U| < 26%“1, y € (—=1,0), B € Rog, E € E(emin, €maz)
)

and 2 = Fx(B,y). Then B € (0, 8,) and y = cos("2)

ol

The next lemma gives a sufficient condition in terms of F, for 7(-) not to have
any SPI.

Lemma 2.7. Let S C E(emin, €maz), S # 0. Assume that there exists yo € (—1,0)
such that for any y € (—1,yo] and E € S there uniquely exists xo € R+q such that
0l (19,y) = 0. Then there exists Uy € (0, %2in) such that for any U € [—Uj,0)
and E € S 7(-) has no SPI in (0, 3.).

Proof. The first half of the proof is close to the initial part of the proof of [14,
Proposition 2.8]. Take any E € E(emin, €maz)- 1t follows from Lemma 1.2 that for
Ue (_26%”17 O)

b|U] ) < 2tanh*1(1)‘

Emin

2
Bc < —tanh‘l (

Emin €min

By the monotone decreasing property of the function (2.5) and the above inequality

bsinh(Bemn) bsinh(2tanh (1))
Emin(cos(T(8)/2) 4 cosh(Bemin)) ~ emin(cos(T(8)/2) + 1)’

<

(I
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and thus

o (T(ﬁ)) 1< bsinh(2 tanh™ (1))|U], v € (0, 8,).

2€min

This implies that there exists Uy € (0,2222) such that for any U € [~Up,0),
E S g(emz‘m emax)

(2.17) Cos (%ﬁ)> € (—1,y], VB € (0,5,).

Let us fix U € [-Up,0) and E € S. Suppose that 5y (€ (0, 5.)) is a SPI of 7(-).
Let 81 € (0, 3.) be a global minimum point of 7(-). Remark that by the behavior
of 7(-) summarized in [14, Lemma 2.2] a global minimum point exists. By the
definition of SPI 81 # [y. Let us assume that 51 < fy. We can deduce from [14,
Lemma 2.2] that there exists 82 € (0, 1] such that 7(82) = 7(5o). It follows that

1= (en (7)) = (sen (797) ) = = (e (57

By the mean value theorem there exists 3 € (2, 3y) such that

(2.18) 8F <53, (T<§°))) = 0.

On the other hand, since (3, is a SPI,

(2.19)

08 o () B (180) 25 (. (1)
- e (1))

By (2.17) COS(@) € (—1,yo], which together with (2.18), (2.19) contradict the
assumption. Similarly we can derive a contradiction by assuming that £, > fy.
Therefore 7(-) cannot have any SPI in (0, 3.). O

The next lemma gives sufficient conditions in terms of F, for 7(-) to have a
SPI.

Lemma 2.8. Let Uy € (0, 2222), yy € (—1,0).

(i) Assume that zo is a rising SPI of the function x — F(x,y0) : Rsg — R and
Foo(xo,y0) > U% Then there exists U € [—Uy,0) such that 7(-) has a falling
SPI in (0, B.).

(ii) Assume that zo is a falling SPI of the function x — Fy(x,yo) : R~g — R and
Foo(xo,y0) > U%) Then there exists U € [—Uy,0) such that 7(-) has a rising
SPI in (0,05.).
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Proof. We only give a proof to the claim (i). The claim (ii) can be proved similarly.
By the assumption there exist ¢ € Ry, U € [—Uy, 0) such that

(2.20) (ko —€,20 + €) C Ry,

0F
W(ﬂﬂoayo) =0,

OF
e —(x,90) > 0, Vo € (19 — &, 70 + &)\ {70},

2

— —— + Fo (20, 50) = 0.
U]

Here we use Lemma 2.6 to ensure that zq € (0, 5.) and yo = cos(* 9260)). We can
derive from the equality Fi(z, cos(T(x))) = 2 (x € (0,8.)) that

U]
0= %(%,yo) - %Sin (@) j—;(%)a;;o (0, Yo)-
It follows from 88“’ (z0,90) = 0, sin(55 9) > 0 and 8 Lo (:Eo,yo) < 0 that
(2.21) j—;(mo) =0.

By the analytic implicit function theorem (see e.g. [15]) there exist 1 € (0, €]
and a real analytic function Y : (zg — €1, 29 + 1) — (—1,0) such that

_ 2
U
Y(ZL’()) = Yo-

+ Fo(z,Y(x)) =0, Vo € (xg — 1,20 + €1),

Let us show that there exists g5 € (0, €] such that

(2.22) Y (z) < yo, Vo € (29 — £2,20),
Y (z) > yo, Vo € (z0, 20 + €2).

Suppose that for any e5 € (0, 1] there exists 1 € (xg—es3, o) such that Y (x1) > yp.
By (2.20) and the fact y — Fio(21,y) : (—1,0) — R is strictly monotone decreasing

2 2
— = Fo(21,Y(21)) < Foo(21,90) < Foo(0,Y0) = 777,
U] U]

which is a contradiction. Thus there exists e3 € (0, &1] such that
Y(I’) < %Yo, Vx € (l‘o — 53,.130).

Similarly, suppose that for any ¢, € (0,e] there exists zo € (29,7 + €4) such
that Y (z2) < yo. By (2.20) and the monotone decreasing property of the function
yi—)F (.1'2, ) : (—1,0) —R

2 2
— = Fo(x9,Y (22)) > Fuo(22,%0) > Foo(T0,%) = =,
U U]
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which is again a contradiction. Therefore there exists g4 € (0, 1] such that
Y(.Z‘) > Yo, Vx € (ZE(),.I‘() + 84).

The above arguments conclude that the claim (2.22) holds true.
The property (2.22) implies that there exists e5 € (0, €5 such that

ay
dx
This can be confirmed by expanding the real analytic function Y'(+) into the Taylor

series around = = xy. By applying Lemma 2.6 again we observe that (zo — &5, xo +
85) - (0750) and

(2.23) () >0, Vo € (xg — €5, 20 + 5)\{Zo}-

Y (z) = cos (%x)) , Vo € (xg — 5,20 + €5).

We can deduce from the above equality, (2.23) and the fact 7(x) € (m,27), Vo €
(IO — &5,%0 + €5> that

dr
%(5) <0, VB € (w0 — &5, %0 + &5)\{o}-
This combined with (2.21) concludes that z; is a falling SPI of 7(-). O

Let us prepare a key lemma to prove existence of a SPI of 7(-) in Subsection
2.4, Subsection 2.5 under the assumption :mf" < V17— 12/2. Let us recall the

definition of the functions W : Ry x (—1,0) X Ryg X Ryg — R, W Rog X Ry X
R.o — R given in [14, (2.62), Proof of Proposition 2.16].

sinh(z) sinh(zz)

y + cosh(z) ° (y + cosh(zz))z’

Wi(z,y,z,8) =

—~

(2.24) W(z,z,s) =

+ s .
1+2 1+ 222

Lemma 2.9. For any d,b € N, basis (ffj)?zl of R, €rmazs €min € Rug satisfying
0 < €min < €maz, So € (0,1) there exists

{ESﬁ} C 5(€min7 6max)

86(0780),56(0,1780%)
such that if we define Fs: Rog x (—1,0) x (0,80) = R by

sinh(zEs 5(k)) )
(y + cosh(zE; 5(k))) Es 5 (k)

(2.25) Fs(z,y,s) = Dd/F

dk Tr (

1
for 6 € (0,1 —s§), the following statements hold true.

(i) For any 6 € (0,1 — sd)

4 am;

- 1
11 55

bxb

sup sup
keRd mjeNuU{o}
(j=1,--- ,d)

Es,5(k)

>4 my<d+2

is constant with s € (0, sp).
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(i1)
Fy € C®(Rag % (—1,0) x (0, 50)), V8 € (0,1 — 7).
Fﬁ('vyas) € CM<R>O)7 V(y,S) S (_]-70> X (0750)7 d € (07 1- Sg)

(iii)

I 3]F5( ) = bsed LW Cmin 1 — 8
im x,y,s) =bsel " —— | emazl, Y

5\0 | a ) Y max 81'] maxr ) max) S
66(0,1—351)

locally uniformly with (x,y,s) in Rsg x (=1,0) x (0, s0) for j € {0,1,2}.
(iv)

NG A
im 5(5+1) S /1
(y,(;)li<71,0) (y + 1)2 ag(;j ( Y + 11’, Y, 5)

1
(9»5)6(71,0)X(0,1756l )

locally uniformly with (x,s) in R-o x (0, s0) for j € {0,1}.

Remark 2.10. We will use the property (i) only to discuss the derivation of the
free energy density from the many-electron system in Remark 2.13. The property
(i) is not necessary to prove Theorem 1.6 and Theorem 1.7.

Proof of Lemma 2.9. We can construct Es 5 € E(€min; Emaz) i a way similar to the
construction of “E” in [14, Lemma A.1]. Here let us describe the initial part of the
construction in detail as it was skipped in the proof of [14, Lemma A.1]. Take any
0 € Ryg. Define the function ¢, 5 : R = R by

.: em, T € (_7T57 0)7
¢1,5<x) . { 0’ T € (—OO, —75] U [07 OO)

Observe that ¢; 5 € C*(R). Define the function ¢o5: R — R by

L dtens()
P2300) = s

It follows that ¢o5 € C*°(R). Then let us define the function ¢35 : R x Ryg — R
by

$3,6(2,8) = Pos(x + Ts).

Observe that ¢35 € C°(R x Ry) and for any s € R

=

¢35(x,s) =0, Vo € (—oo, —m(d + sd)],

¢35(x,s) =1, Vo € [—ﬂsé,oo),

%¢3’5<$’8) >0, Vo € (—m(d + 59), —ms1).
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Moreover, define the function ¢45 : R x Ryg — R by

[ bule), e (—o00)

Observe that ¢45 € C*°(R x R+) and for any s € R.
Gas(r,8) = 1if 2] < 7sa,
du5(m,8) = 0 if 2] > 7(6 + s7),
(,s)
)

a5z, s (0,1 )1f7rsd<|$|<7r(5+sé)
bas(x,8) = Pas(—2,s), Vo € R.

Furthermore we define the function ¢s5 : R x R.y — R by
os(,8) == (Emaz — emm)éqﬁm(az —,8), V(z,s) € R x Ryy.
It follows that ¢5 € C°(R x R+() and for any s € R.q

m

os(2,5) = (Emaz — emm)E if |z — 7| < Wsé

x,s) =0if |x — 7| 2%(5+sd)

0, (emaz — emm)ﬁ) if w5 < |z — 7| <7(d+ s%)
T+ x,8) = ¢s(m —x,5), Vr € R.

<
>
8
»
~—
m

Moreover, for any n € NU {0}, ¢, co,c1,--+ ,cn € R

chZcJ

Then by using ¢s in place of “¢” we can construct E,s in the same way as the
construction of “E£” in the proof of [14, Lemma A.1]. Let us sketch the construction

1
for completeness. Let so € (0,1), 6 € (0,1 — s§). Define the function ®; : R? x
(0,50) — R by

(2.26) sup

zeR

is constant with s € Ry.

(1, wa, 8) = H%(%‘,S) + Cmin-

j=1
Observe that &5 € C*(R? x (0, 5¢)),
@5(1‘17 Tt axdas) Emazx i |mj - 7T| S 7"-8%7 VJ € {17 e ad}v
Os(x1, 2, 8) = pin it Fj € {1, -+ ,d} st |x; — 7| > 7(6 + s7),
Os(xq, -+ ,x4,8) € (emm,emax) otherwise.

Then we define the matrix-valued function E, 4 : I, — Mat(b, C) by
E,s5(k) = ®5((vy,--- ,vq) 'k, s)],, k e %,
Let E,s: RY — Mat(b, C) be the periodic extension of EAS’(; so that
d
E,s (k +) 2wmjvj> = E,5(k), Vk € %, (my)?, € Z°
=1
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One can check that Es5 € E(emin, €maz)- In particular the property (1.1) can be
confirmed in the same way as in the proof of [14, Lemma A.1].

Take any m; € NU {0} (j = 1,---,d) with Z;l:lmj < d+2. SetV :=
(Vy,-++,Vq) € Mat(d,R). By (2.26) for any s € (0, s)

d d

amj amj A~
sup W‘E&(S(k) = sup akmj —Es s(Vk)
keR? || =1 “M by KER? bxb
d gm; .
= s ||[[ L Bus(Vi)
ke[0,27]4 1 akj bxh
d d 9 mj d X
- ?up (Z(V_l)lj N ) (H ¢5(k]7 3) + emm)
keR4 i=1 Ok; j=1
d d 0 " ~ S
= s swp H > (Vi (% (k1 52) TT 65l 5) + emm>
(ko kg)ERI=1 k1 €R j=1 \i=1 8kl j=
d ) 9 i/ 2 S0
= sup sup H Z(V )ii—= H¢a (/fl, 5) H(ba(k], $) + €min
(k1,k‘3,~ k )ERd 1 szR j=1 i=1 akl =1 j=

d i o\ [ ~ 8
(S i) (oo 8) o)

= sup
keRd

bxb
which implies the claim (i).
We can deduce the property (ii) from the equality

: inh(v®s(k
F(;(a:,y,s):b(%)d/ Jk sinh(z ‘i( ,5)) -
27  (y + cosh(x®s(k, s)))Ps(k, s)

Let us define the function ® : R? x (0, sy) — R by
1
ol | < red i
B(ry, - w0, 8) =14 " ?f |:E.j m| < mse, Vi€l d) 1
emin if 3j€{1,---,d} st. |z; — | > 7wsa.
Observe that

. inh(z®(k
lim  Fs(x,y,s) :b(27r)_d/ dk sinh(z A( 5)) .
o0 o2x¢  (y+ cosh(z®(k,s)))P(k, s)

=)

locally uniformly with (x,y,s) in Ryg x (—=1,0) X (0, so). One can derive an upper
bound on the right-hand side of the following equality to verify the claimed locally
uniform convergence.

1
5€(0,1-s&)

emzn
=bse, L W (emaxx, Y,

Cmin 1 —S
Fg(l’, Y, S) - bser_n}ww <6mazxv Yy, —:, )

max S
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~

= b(2m)~* / ) | dk
Qr(F+54))\Q(ws)

| ( sinh(z®;(k, 5)) sinh(z®(k, 5)) ) |

(y + cosh(z®s(k, 5)))Ps(k,s)  (y + cosh(zP(k, s)))P(k, s)

where Q(t) := [r — t, 7 + t]¢ for t € (0, 7). Moreover,

~ T

lim +1F +1z,y, s :b27r_d/ dk .
(4,6)=(~1,0) VY "Wy ¥,8) = b(2m) (0,274 1+%(I>(k,s)2

1
(1,8)€(~1,0)x(0,1—5§ )

— emin 1 — S
-1 min
= bse, .. W (6mawa:, —_ )

emax S

locally uniformly with (x,s) in Ryg x (0,809). The convergent properties of the
derivatives of Fjs can be confirmed similarly. O

2.3 Non-existence of SPI

Here we prove a proposition which ensures that the claim (iv) of Theorem 1.7

implies the claim (iii) of Theorem 1.7. In the proof we will use the function u :
R-o x [—1,1] x Ryp — R defined by

sinh(xz)
y + cosh(zz))z

u(z,y, z) == (

We essentially rely on [14, Lemma 2.12] to prove the next proposition.

Proposition 2.11. Assume that ::a’; > \/17 = 12v/2. Then there exists Uy €

(0,26%”‘) such that for any U € [-=Uy,0), E € E(emin, €maz) T(-) has no SPI in
(0, Be).

Proof. Let us prove the following statement.

(2.27)
There exists yo € (—1,0) such that for any y € (=1, ], E € E(emin, €maz)

o

T (any) = 0.

there uniquely exists xg € Ry such that

If (2.27) holds, then we can apply Lemma 2.7 with S = E(€min, €maz) to conclude
the proof.

If €min = €maz, Fool,y) = bu(z,y, €maz). For any y € (—1,0), %(xo,y) =0
if and only if zg = M, where cosh™" : [1,00) — R is the inverse function
of cosh |p.,. Thus (2.27) holds.

Assume that €, < €mae. Let us fix £ € E(€min, €maz). By applying Rouché’s
theorem one can prove that there are continuous functions e; : I}, — R (j =
1,2,---,b) such that

e1(k) < ex(k) < - < ep(k),
{Eigenvalues of E(k)} = {e;(k)}i_,, Vk € I'%_.

=1
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It follows that

Comin = TIN min |ej(k)|, Cmaz = Max max |ej( ),

kel's, je{1,- kel's, je{1,-
(2.28) ZDd/ dku(z, y, |e;(K))), V(x,y) € Rog x (=1,0),
OF, h™(|y|
(229 SE(ay) >0, Vee (o%} ,
OF cosh ™ (Jy|™")
© 0.V ML A —1,0).
(@ y) <0, xe{ — ,w),ye( ,0)

The inequalities (2. 29) imply that for any y € (—1, —%] there exists zo(y) €
(cosh "yl ™) cosh 1(|y| )y such that 9% (29(y),y) = 0. Observe that

e Comam
(23()) \/#I'O(y)‘ < Cmaz o ve0 € [emzrw emax]
where

cosh ™ (Jy| )

= sup
ve(-1,-4)  Vy+1

Using the equality

(2:31) cosh ™ (Jy| ) =log (Jy| " + VW7 = 1),

we can check that 0 < ¢4, < 00. By substituting x = \/%xo(y) and using (2.30)
we can deduce from [14, Lemma 2.12] that if y € (=1, —3] and
¢y Gmin ((Gmin)2 _ 17 4 12+/2)

2.32 +1] < e Cmo ,
( ) v | 2 cosh?(2€mas :::az ) cosh? (Cmax:mi)

then

(2.33)
ou 62’& 82'& ou
%(%(?J),y, 60)@(%(9), Y, Emin) — @(xo(y), Y, 60)%(950(9)7 Y; €min) > 0,
Veo S (6min7 6maa:]7

where ¢; € Ry is the generic constant independent of any parameter, introduced
in [14, Lemma 2.12]. We emphasis that ¢; is independent of E. We can derive from
(2.28), (2.33) that

ou 0*F, OF 9%u
%(ﬂfo(y)a Y, emin)WCUO (y)v y) < W(xﬂ(y% y)@(@"o(y), Y, 6min) = 0.

Since g“(xo(y),y,emm) > 0, 60550 (zo(y),y) < 0. Essentially we have proved

that if y € (—1,—1] satisfies (2.32) and zy € (COShflqylfl), COShilqy‘fl)) satisfies

2 €max €min

o (1, y) = 8 I (20,y) < 0. Take any y € (—1, —3] satisfying (2.32). Set
Mo—dre COSh*l(hH_l) cosh™" (Jy| ™) 31@@(x y) =0
‘ Emaz ’ Emin Ox ’ ‘
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We have already seen that M # (). Suppose that §M > 2. Since x ‘Sg—x“’(x,y) :
R-y — R is real analytic, not identically zero, there exist xi,xo € M such that
r1 < y and ¢ M for any x € (x1,72). However, the property 8;55" (zj,y) <0
(7 = 1,2) implies that there exists x3 € (x1,22) such that x5 € M, which is a
contradiction. Therefore M = 1. Combined with (2.29), the above argument
ensures that the claim (2.27) holds with yo = min{—%, —1 + 2}, where ¢;(€ Rxo)

is the right-hand side of (2.32). Lemma 2.7 concludes the proof. O

2.4 Existence of SPI: non-critical case

Our purpose here is to prove existence of a SPI under the condition &= <

17 — 12+/2, or more precisely the following proposition. Remind us that the

set {Fss} 1 C E(emin, €maz) 1s constructed in Lemma 2.9.
"7 5€(0,80),0€(0,1—s¢)

Proposition 2.12. Assume that &= < /17 — 12v/2. Then there exist so € (0, 1)
and 6 € (0,1 — sg) such that the following statements hold.

(i) For any Uy € (0,222), & € {r, f} there exist U € [~U,,0), s € (0,s0) such
that (SPI)¢ holds with U and Es5(€ E(€mins €maz))-

(ii) For any Uy € (0,22iz) (p,n) € {(+,—), (=, +)} there exist U € [~U,,0), s €
(0,50), n € 4AN+2 such that (PT)y () holds with U and Es 5(€ E(emin, €maz))-

Remark 2.13. The free energy density Fg(f5,t) was derived from the many-
electron system in [14, Theorem 1.3 (ii)] for any £ € E(emin, €maz), U € R satis-
fying (1.3). It is not trivial if (U, Ess) introduced in Proposition 2.12 (i), (ii) sat-
isfies (1.3). If so, the existence of SPI and HOPT is guaranteed by the proposition
while the derivation of the free energy density is justified by [14, Theorem 1.3 (ii)].
According to the proof of Proposition 2.12, the choice of s € (0, sy) depends on

Up. However, Lemma 2.9 (i) states that (1.4) with £ = E s is independent of s.
1
Assume “min < /17 — 12y/2 and let 5o € (0,1), 6 € (0,1 —sg) be those introduced

in Propos?’;izon 2.12. It follows in particular that

((1.4) with E = E, 5) = ((1.4) with E = Es ;)

for any s € (0,s0). Take any

2d d+1
Up € 0, T mm{emm, Cmin )

where ¢ € (0,1] is introduced in [14, Theorem 1.3] and depends only on d, b,
(V;)§—1 and (1.4) with E = Es 5. Then the following statements hold true.

o For any & € {r, f} there exist U € [-Uj,0), s € (0, s9) such that (SPI)¢ holds
and Fg(f,t) is derived from the many-electron system by [14, Theorem 1.3 (ii)]
with U and E, ;.

o For any (p,n) € {(+,—),(—,+)} there exist U € [-U,,0), s € (0,50), n €
4N + 2 such that (PT), ,,) holds and Fg(53,t) is derived from the many-
electron system by [14, Theorem 1.3 (ii)] with U and E.
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Throughout this subsection we assume that &= < /17 — 12v/2. We need to
introduce a function in order to construct the proof of the above proposition. The
function w(z,y, z) is defined in the open set D of €3 as follows.

0} ,

1 1

r—/h\@’

o) — n—1 2
(1 +y2m:1 yJ(FQIT)n)! mem> (1 +Zn 1 (yJ(r2177),)l 2"2"r >

m—1 2°
<1 +yd o, (ygn)l)! 2mzmxm> (1 4+ ! o) 2”x">

w(z,y,z) = —

In fact in [14, Subsection 2.2] the function @ was introduced as an analytic contin-
uation of the function w : D — R defined by

(2.34) w(z,y,2) = (1 +ycosh(vy +1v22))(y + cosh(vy + Tv/222))’
. (1 +ycosh(v/y + 1v/222))(y + cosh(V/g T 1v/22))?

D= {(r:2) € B x (-1,0) x Ron | < 5 tsfeonh™ (o] )7

Here we presented the full definition of these functions in order to make clear the
continuity from the previous construction [14, Section 2|. The function w will be
recalled in Subsection 2.5.

Set n 1= (£=2)2(€ (0,17 — 12v/2)). Here we only need to use the function
z— w(x,—1 7]) (0 n~1) — R, which is characterized as

(x —1)(1 + nx)?

A marar LEO)

Since (16—4;771)2 > %, we can define the real numbers a, (1), a_(n) by

1 1
147 1+7\> 1\° 147 1+7\> 1)\°
wrty = ol ((F) -2 )= - ((R2) -2
6n Gry U 61 61 U
The behavior of the function w(-, —1,n) is the most important information to prove

Proposition 2.12 and is summarized in [14, Lemma 2.18]. Here we restate it for
readability of the present paper.

(2.35) L <al) <astr) <7

(e ~Ln) >0, Vo € (0,a-(n)),
(2.36) ot ~1m) =0,

20 10 <0, Vi € (o (n), 0. (n).
(2.37) 2 (astn), ~1,m) =0

ow

%(1’,—1,77) > 07 Vr € (a+<77)777_1)7
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w(z, —1,7) —/

S3

52

0 /i i i ;

Lai(n) a—(n) a+(n) az(mn)

Figure 1: The schematic profile of w(-, —1,n) in [1,77!).

(238> 0< ’IIJ(CL+<T]), _1777) < w(a’*(n)a _17 7])
Since w(1, —1,n) = 0 and lim, ~,-1 @(z, —1,1) = +o00, there uniquely exist a;(n) €
(1,a—(n)), az(n) € (at(n),n"") such that
w(ai(n), —1,n) = wlay(n), —1,m), w(az(n), —1,m) = @(a—(n), —1,7).
In the following we fix
s1 € (0,w(a+(n), —1,n)), s2 € (W(as(n), —1,n),w(a—(n), —1,7)),
S3 € (ﬁ)(a*(n% _1777)7 OO)

The schematic profile of the function w(-,—1,7) in [1,77!) is pictured in Figure 1.
We remark that Figure 1 is a sketch, not the exact implementation of w(-,—1,7).

We can prove the next lemma by combining Lemma 2.9 with the above proper-
ties of w(-, —1,7n). Recall that the function Fj is defined in (2.25). Here we consider
(351 +1)7" as so introduced in Lemma 2.9.

Lemma 2.14. There ezist yo € (—1,0), & € (0,1 — (351 + 1)=4) such that the
following statements hold for any y € (—1,yo], d € (0, o).

(i)

V2 < cosh_(jy|™) #1'_1) < V2a1(n) < /2a_(n) < /2a,(n) < \/2a2(n) < /21

cosh™ (Jy|™")
< \npl—".
g Vy+1
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(i)

(2.39)
OF;s y+1 1
aZL’ < e x,Y, s3 + 1> > 0, Vx - [\/2@1(7]), \/2CL+(7]>]
(2.40)
OFy y+1 1 OFs [y +1 1
ox ( Cmaz al(n%y’ s + 1) > 07 or ( Cmax a-&-(n)ﬁ% s+ 1 > 0,
Vs € [sq, 83
(2.41)
OFs (Vy+1 1
or ( Coma a n)aya 82—{—1) <
(ii7)
(2.42)
OF y+1 1
2a_ 2 .
ox ( e ' Ys ) 1) <0, Vx € [\/ a—(n), \/ az(n)]
(2.43)
OFs (Vy+1 1 OF; (i FT1 )
E ( e V20V 1) ' Tr Cema V20 ) <0
Vs € [51, 52]
(2.44)
OFs (Vy+1 1
. 2
ox ( Cman +(m): v, 1 >0
Proof. We can derive from (2.31) that
- cosh™(Jyl)
2.45 lim o IV T /5
> RN

It was remarked in the beginning of the proof of [14, Lemma 2.24| that for y €
(—1,0) sufficiently close to —1,

h ! (Jy| !
(2.46) cosh (W™) _ 3
y+1
The claim (i) follows from (2.35), (2.45), (2.46) and that a,(n) € (1,a—(n)), az(n) €
(ay(n),n™1). Recall the definition (2.24). Observe that
oW 1— 7% 2 —
W(‘ra \/ﬁv S) = —7722 (S —w (%7 _1777)) ) V(I‘7S) € (07 277_1) X ]R>07

(1+n%)

and thus by (2.38) and the choice of sy, s, S3

0a7)  Tl(w, i) > 0, Vi € [Vam(), /20 ()
%—Z/(\/Qal(n),\/ﬁ,s) >0, %—Z/(\/2a+(n),\/ﬁ, s) >0, Vs € [sg, s3]
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_W(\/ 2a—(77)a \/ﬁv 82) <0
%_V;/(x? Vi, 81) <0, Vo € [v/2a_(n), v/2a2(n)]

%—Z/(\/Qa_(n),\/ﬁ,s) <0, %—Z/(\/Qag(n),\/ﬁ, s) <0, Vs € [s1, Sa].
O (Var (). . 52) > 0

Figure 1 may help us understand the above inequalities. Lemma 2.9 (iv) implies
that

. OFs (Jy+1 1 b oW
1 1 _
(y’é)ir(rllm 1 (y " ) 8:6 ( €max £ s+ 1 S+ 1 8x (55', \/57 S)

(1,6)€(—1,0)x(0,1—($s1+1)” d)

uniformly with (z,s) in [v/2a1(n), \/2a2(n)] x [s1,s3]. We can deduce the claims
(ii), (iii) by combining the above convergent property with (2.47). O

The proof of Proposition 2.12 is based on Corollary 2.5, Lemma 2.8, Lemma
2.9 and Lemma 2.14.

Proof of Proposition 2.12. By Corollary 2.5 the claim (i) is equivalent to the claim
(ii). Thus it suffices to give a proof to the claim (i). Let yo € (—1,0), dp €
(0,1 — (351 + 1)=2) be those introduced in Lemma 2.14. Observe that for any

= [\/2@1(77), \/2CL2(7])], s € [817 83]7 o€ (0760]
i (L, 1)

x? )
Cmaz Y s+ 1

b —_~
S — inf W', /1,5
N (83 + 1)ema:c 2’ €[\/2a1(n),y/2a3 ()] ( \/T_] )

5/6[31,33]
VY -+ 1 / 1 b TI7/ /
— sup \/y—l-lF(;( 'y, — W', \/n,s")|.
(eI 23 Emaz s'+1 (8" + 1)emar
s'e 51,83

We can apply Lemma 2.9 (iv) to ensure that there exist y; € (—1,y0], 01 € (0, do)
such that

v/ 1 1 b =
F§1 Y * z,y, Z inf W(Z‘/, \/57 S/)
Cmaz s+1 2y + 1(s3 4+ 1)emar ='clv2arm.2azm)

s'€[s1,93]

for any y € (—1,y1]. Take any Uy € (0, 222e2). By the above inequality there exists
Yo € (—1,y1] such that

Vip+1 1 )

€, Y2,
Crmaz s+ 1

2
ﬁ Vi 6 \/2&1 ,\/2@2(7])], S € [81783].

(2.48) Fj, (

Here we apply the inequalities given in Lemma 2.14 (ii) with 6 = 61, y = yo. By
(2.39), (2.41) and the fact that

| OF; ( 1 )
S min 5 Y2, .
z€ {75,12; V/2a1(n), eff;;l \/2a+(77)} t St

30



is continuous in [sq, s3] there exists § € (sa, s3) such that

| OF;, ( 1 )
min B Y Y2, —— 1 0.
|: e:fa-; v 2& ’ Pfr?a-;l v 2a+(77):| * +

Moreover, by (2.40) there exists

(S S

emax
such that
O0Fy, 5 1
Ox ]
Furthermore, since x i 2 (3: Yo, 3 +1) : R.yp — R is real analytic and not identi-

cally zero, there exists e R>0 such that

(& —e,84+¢)C (\/sz\/i \/WT\/i>

emal'
F. 1
8(%61 (gg,yg, T 1) >0, Ve € (z —e,2+¢)\{2}.

This means that & is a rising SPT of Fy, (-, y2, 717). Since Fy, (-, y2, 717) = Foo(, 42)
with E' L € E(€min, €maz), the above property and (2.48) enable us to apply

Lemma 2.8 (i) to conclude that there exists U € [—Up,0) such that 7(-) has a
falling SPI in (0, 5).

Using Lemma 2.14 (iii), Lemma 2.8 (ii) in place of Lemma 2.14 (ii), Lemma
2.8 (i) respectively, we can argue in a way parallel to the above argument to prove
existence of a rising SPI of 7(-) for some U € [-Uj, 0), E#“(sl € E(emin, €max) With

S € (51, 82).
We have proved the claims with sy = (351 +1)7%, § = é;. O

2.5 Existence of SPI: critical case
Here we prove existence of a SPI when :::—a*; =17 = 12¢/2.

Proposition 2.15. Assume that oo = /17 — 12/2. Then the following state-
ments hold.

(i) For any Uy € (0,222) ¢ € {r, f} there exist U € [~U,0), s € (0,1),
§ € (0,1 — si) such that (SPI)¢ holds with U and Ess(€ E(€min, €maz))-
(it) For any Uy € (0, 26”””), (p,n) € {(+,—),(—,+)} there exist U € [-Upy,0),
€ (0,1), 6 € (0,1 — s1), n € 4N + 2 such that (PT)n,(pm) holds with U and
Es,é(e g(emina emax))-

Remark 2.16. As we can see from the proof, we have to choose s € (0,1), § €
(0,1 — 35) after fixing Uy. We cannot prove that the condition (1.3) holds for the
pair (U, Es ) introduced in the proposition. Accordingly we cannot prove existence
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of a SPI of 7(+) : (0, 8.) — R or existence of a HOPT driven by temperature while
justifying the derivation of Fg(f,t) from the many-electron system in the case

fmin — /17 — 124/2. In the case e"”" < V17 — 12¢/2 we can choose § before fixing

€max

Uy as claimed in Prop0s1t10n 2. 12 "and thus we can reach the positive conclusions
stated in Remark 2.13.

Set g 1= 17 — 12v/2, ag := 3 + 2v/2. As a preliminary, let us recall properties
of the function

(z = (1L + noz)?
(1 =noz)(1+2)*

which form the basis of the proof. Observe that

20 -ty = RN (oL, 1)
oxr " (1 —nox)2(1 + x)3 310 )’

which is equal to [14, (2.47)], and

w(x>—1>770) = € (07770_1)a

1 1
x2—770+ r+— = (z — ap)*.
3o Mo

These imply that
ow

(249) %(l‘, _17770) > 07 \V/‘T € (07770_1)\{0’0}7
ow
lag.—1.n0) =0
83’) (CL(), 77]0) )
and thus
1. _ (1
(250) 510(&0, _17770) < ’LU(CL[), _17770) <w 5770 a_lanO y
sup w(x,—1,n) < 2w(ag, —1,no),
z€[1,a0]
_ I
inf w(x, —1,1m9) > §w(ao7—177lo)-

z€lao,5m |

In the proof of Proposition 2.15 we essentially use [14, Lemma 2.15], which
concerns properties of the function w(x,y,ny) defined in (2.34).

Proof of Proposition 2.15. By Corollary 2.5 the claim (i) is equivalent to the claim
(ii). Thus it suffices to prove the claim (i). We apply Lemma 2.9 (iv) with so =
(14 3w(ag, —1,7m0)) " to ensure that there exist &; € (0,1— (14 3w(ag, —1, 7)) 4),
y1 € (—1,0) such that

+1F5(\/m ! )

emaz I‘? y? S—"_ 1
- b i /W( / Vo 1 i( 1 ))
> ~ in L5/ Mo, 5w ao, —1,70) ) »
2(2w(a0, -1, 770) + 1)€maw ' €[V2,4/2n5 ] 2

Vo € [\/_ 200t v € (—=1,m1], s € B (ag, —1,m0), 2w(a0,—1,n0)] , 0.€(0,0q].
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Take any U, € (0, 26%) The above property guarantees that there exists ys €
(=1, 91] such that

(2.51)
A(T, L)

z,y, = T
Emaz Y S+1 UO

1 s
Vo € VE2i"] 0 € (Ll 5 € [0 —Low).2alao ~Lw)| 6 € (0,51

It follows from [14, Lemma 2.15] that there exists y3 € (—1, 2] such that for any
S (_17 y3]
1
2(y + 1)
0< w(a07y7n0> <1l

(cosh™(y[7"))* < ap < (cosh™ (Jy71))%,

1
2n0(y + 1)

Moreover, there exist

1(0) € (g osh™ ol a0 ) o) € (a5 cosh™ ()Y
such that
(2.52) w(x1(y),y,m0) = w(ao, y, no) = w(r2(y), Y, M),

w(z,y,m) > wlao,y,m), Vo € (21(y), ao),

w(x,y,m) < wlao,y,m), Yz € (ag, r2(y)).

We can deduce from (2.46), (2.50) and the property

(2.53) lim  sup |w(z,y,n) —w(x,—1,m0)| =0
ot dng )
1270

that there exists y4 € (—1, y3] such that

1
1 < ——(cosh™(Jy|™1))?,
1. (1,
§w<a07 _17770) < w(a07y7n0) <w 5770 ) _177]0 )
N . 1.
(254)  sup w(z,y,m) < 2w(ao,=1,10), mf  w(z,y,mo) > Fuwlao, —1, 1)

€[Lao] z€lao, 57 ']

for any y € (—1, y4].
Let us prove that there exists § € (—1,y4] such that

1 _
—7701-

Set & := 1(w(dng", —1,m0) — W(ag, —1,m0)). It follows that
L
(2.56) w(ag, —1,m0) + & < w 3" ,—L.mo |-
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By (2.53) there exists ys5 € (—1, y4] such that

(257) w(a07yan0) < ?I)((lo, _17770) + 57 vy S (_1795]

Let us take ¢ € Ry so that

We define T': (—1,y5] — R by

T(y) = 1 + ycosh(vy + 1v2x)
bl 1+ ycosh(vy + 1v2n0x)| |
x=n, —¢€
. (y +1)?
(y + COSh( VY -+ Ly 2$)>2 x:727]0(1y+1) (cosh™(Jy|=1))2
Observe that

S (cosh ™ (Jy )P <yt — e < 5 eosh™ (y] 7)),
2(y +1) 2m0(y +1)
w(x,y, >T(y), Vo € |yt — e, ————(cosh™*(|y| " 2>, e (—1,ys],

() 2 (), o € 15" =65 sfoost™ (1)) w € (~L]

1

lim T(y)=—"—————>w|-n", —1, .

o W)= e = O\t T

These properties plus (2.56) imply that there exists yg € (—1,y5] such that
(258) w($ay7770) Z 71](&0,—1,770) +€7

Vo € |t =<, <cosh—1<|y|-1>>2) Cye (1

2no(y + 1)

On the other hand, since

lim sup \w(x,y,n0) —w(x,—1,m0)| =0,

Y1 1, -1 —1
ye(—1yg] T€[37M0 Mg —€]

by (2.49) and (2.56) there exists y € (—1, yg) such that

. - ., -
(259> w(%yﬂlo) 2 ’LU(G[), _17770) + 57 Vr € |:§770 15770 t— €:| .

By combining (2.57), (2.58) with (2.59) we obtain that

1

w(x7y7770) > w(a()ngnO)a Va € [—770_17

2 foos™ (317

2n0(y + 1)
If 2o(9) > 510"
w(xQ(g)a ?37 770) > 'lU(CL(), g) 770) = w(l‘Q(@)a Qa 770)7

which is a contradiction. Therefore z5(§) < 7,
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Let us set
(ag, —1,m0),

a(
( inf (z,9,m0) +w(ao, ¥,M0)
x€lap, 12(21)]

( sup  w(z,7,n0) +w(a0,?),770)) )

z€[z1(9),a0]

DO l\DI»—* 1\3|>—~[\3|>—~

I

(ag, —1,m0)-
We can see from (2.52), (2.54), (2.55) that

(2.60)

s1 < el inf @] w<$7@7 770) <85 < ZU(CLO, g?UO) = ?U(Il@)aﬂa 7]0) = w(xQ(y)7y7 T]O)
r€lag,r2

<sg< sup w(z,Y,m) < S4.
z€[z1(9),a0]

Observe that

aw . ~ 1+ ycosh(y/2(y + 1)) z? B
(2.61) S -(Vy+1r,y.Vz5) 0+ cosh(v/20y T Do))? ( (Q,y, ))

for any (z,y,2) € Rog x (—1,0) x Ry satisfying x < mcosh "(Jy|™Y). Let
&1 € (21(9), a0), &2 € (ag, z2(g)) be such that

(262) w(£)17 gv 770) = max ’LU(.CE, Q? 770)a w(ﬁan g? 770) = min lU(.Z', Qa 770)

z€[z1(9),a0] z€[ag,z2(7)]

Combination of (2.60), (2.61), (2.62) implies that

ow
Ee — (Vi + 1z,9,/M0, 1) <0, Va € \/2a0,\/2x2
(9W
\/y+ V2a07y \/_07 \/y_'_ V2I’2 y \/%7 <07 vs€[31782]7
(9W - .
a_ \/y+1 2x27y7\/%752>>07
8W

o — (VU + 12, 9,/Mo, s4) > 0, YV € [\/221(7), V2a0]

ow — _ X

_( V y+ 1 V 2x1(y)7y7 V 770)8) > 07 _(\/ ?J+ ]-\/ 2a07y7 \/%7 S) > 07 Vs € [83784]7
Ox ox

ow —

%(vyﬂL 1221, 9, /N0, 53) <0

Here we apply Lemma 2.9 (ii), (iii) with so = (1 + 3w (ag, —1,79)) " to derive from
the above inequalities that there exists & € (0,4;] such that

oF;, . _ -

T5(9:7) € CRoo x [(51+ )7 (s + 1)),

FS('7 7, 8) S OM(R>0), Vs € [(84 + 1)_1, (81 + 1)_1],

(2.63)
OF; (Vi+1 1 V2a
5( yr x,g),s +1> <0, Vx €] 2ao,\/W]>
1

ox Cmaa
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(2.64)
aFS y+1 1 (9F5 Vy+1 — 1
ox 2 0, == 2 —— ] <0, Vs e
ox ( €mazx 0’07y78+1) ’ ox Cmax $2<y>7y’8+1 y VS [81732]7
(2.65)
OF; y+1 ,—
. V2 >0
Ox ( €max Y 32+1> 7
(2.66)
8F5 g—|—1
] >0, Vz € [\/221(9), V2
O ( emar 84+1) v € lvan(g), vae
(2.67)
8F3 y+1 1 8F \/yT
o 221(9), ¥ -] >0 V2 >0,V
ox ( €maz 71(9). 9 —I—l) ' o1 ( Crman an7 1 , Vs € [s3, 84l
(2.68)
OF; (Vi+1 ~— 1
. 2 < 0.
T ( Cmaz Y S3 + 1)

By (2.63), (2.65), (2.66), (2.68) and the fact that s > max,es 22 (z,§, 717), s =

: oF: , . ) . .
minge; 52 (z, 7, SJ%l) are continuous in [sq, 4] for any closed interval I C R there
exist §; € (s1,$2), $2 € (s3,84) such that

OF; ( .1 )
max T, Yy, —— | = U,
[\/y-&-zm \/y+ \/2307] 8:c 51+1

O0F; ( .1 )
min T, Y, —— =
[e\/y-&- V221 (), \/y+ \/ﬂ] 83: So+1

Moreover, by (2.64), (2.67) there exist

oo (L anm L vam ) e (U o Y /o)

such that
OF; 1
2.69 =0
( ) a <C27 Y, A1 + 1> )
8F 1
2.70 =0.

Furthermore, since aal; (9, 3 5 +1) € C¥(Rsp) (j = 1,2) and these functions are not
identically zero, there exists € € R.( such that

(G—&G+8) C (Wﬁ WF)

ma €max
oF; (1 L
(271) % <:C,y, §2 T 1) > 0, Vo € (<1 - €7C1 + 5)\{Cl}7
. . NOES Vi+1 _
(CQ - g, CQ + 6) - ( Y \% 2@0, Y V 2x2(y)) )
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(2.72) % (x,g), ﬁ) <0, Vo € (G — & G +8)\{¢}-

Finally the properties (2.51), (2.69), (2.72) enable us to apply Lemma 2.8 (ii) to
ensure that for £ 1 ; (€ E(€min, €maz)) and some U € [—Up,0) 7(-) has a rising
3 +1°

SPI in (0,4,). Similarly by (2.51), (2.70), (2.71) we can apply Lemma 2.8 (i) to
conclude that for £ 1 s (€ E(emin, €maz)) and some U € [—Up, 0) 7(-) has a falling
Go+1°

SPI in (0, 4,). Thus the claim (i) holds true. O

2.6 Proof of Theorem 1.6 and Theorem 1.7

We can complete the proof of Theorem 1.6 and Theorem 1.7 by applying Proposi-
tion 2.11, Proposition 2.12 and Proposition 2.15.

Proof of Theorem 1.6. The equivalence between the claim (i) and the claim (ii) was
proved in Corollary 2.4 (1). By Proposition 2.12 and Proposition 2.15 the claim
(iii) implies the claim (ii). If the claim (iii) does not hold, by Proposition 2.11 the
claim (ii) does not hold. Therefore the claim (iii) is equivalent to the claim (ii).
The proof is complete. O

Proof of Theorem 1.7. Corollary 2.4 (2) ensures the equivalence between the claims
(i), (ii), (iii). By Proposition 2.11 the claim (iv) implies the claim (iii). It follows
from Proposition 2.12, Proposition 2.15 that if the claim (iv) does not hold, the
claim (iii) does not hold. Thus the claim (iv) is equivalent to the claim (iii), which
concludes the proof. O

3 Specific models

Our main theorems are claimed for the general set of free dispersion relations
E(€min, €maz)- One natural question is whether HOPT occurs in a specific model
belonging to £(€min, €mas) by varying parameters on which the model depends. We
focus on the following 2 models of £(emin, €maz)-

(1) Ford e N,b € Nxp, b/ € {1,2,--- ,b—1}, abasis (V;)7_, of R, €min, €mar € R>o
with Cmin S Cmazx

emam[’ 0
Ey(k) = ( 0 b - ) k € R

(2) For t € R>g, €min € Rxg

Eyi(k) = t(cosk + 1) + emin, k €R.

The model (1) is actually independent of the variable k. It is a one-particle
Hamiltonian of non-hopping multi-orbital electron. In the model (2) d = b = 1,
€maz = 2t + emin. It is the dispersion relation of a free electron hopping between
nearest neighbor sites in the 1-dimensional lattice Z. In fact these models were
studied in [14, Subsection 2.3] in terms of uniqueness of local minimum point of
the phase boundary. Our aim here is to study these models in terms of SPI and
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HOPT. It is advantageous that we can use the technical lemma [14, Lemma 2.24]
to analyze the model (1). Also we can deduce non-existence of SPI in the model
(2) from the proof of [14, Proposition 2.26].

Concerning the model (1), we want to prove the following proposition.

Proposition 3.1. € [3—2v2,00). Then for any emin,
emar € Rsg satisfying emin < €mas there exists Uy € (0, 26%) such that for
any U € [—Uy,0) 7(-) has no SPI in (0, B.).

(ii) Assume that b;—/b/ € (33— 2v/2). Then for any emim € Rsg, Uy € (0, Zemin )
there exist e, ey € (0,17 — 12¢/2), Uy, Uy € [~U,,0) such that ey < e, and
if fmin = ey, U = Uy, 7(-) has a rising SPI in (0, B.), if &2 = ey, U = Us,

(- ) has a falling SPI in (0, B.). "

(iii) Assume that =2 € (0,%]. Then for any emin € Rsg, Uy € (0, 2min) there

exist e3 € (0,17 —12v/2), U € [~Uy,0) such that i cmin = e, () has a
rising SPI in (0, 3.).

We can derive the following corollary from the above proposition and Theorem
1.5.

Corollary 3.2. (i) Assume that bg,b’ € [3—2\/5, 00). Then for any emin, €maz €
Ryg satisfying €min < €mae there exists Uy € (072(5%”1) such that for any

U € [_U07O>7 (:07 77) € {(+7 _)7 <_7+)}7 (ﬁ,t) € QPJ) (PT)Z(PJI)(ﬁvt) hOZdS'

(ii) Assume that "2 b/ (é,i’) —2v/2). Then for any emn € Rsg, Uy € (0, 26%)

there exist ey, e5 € (0,417 — 12\/_) Uy, Uy € [-Up,0) such that eo < ey and
if fin = e, U = Uy, (PT)y, 4,y holds for some n € 4N + 2, if fmin = ey,
= U, (PT)y,—4) holds for some n € 4N+ 2.

(7ii) Assume that b;,b/ € (0,%]. Then for any emin € R, Uy € (0, 2222) there

exist es € (0,N/17 — 12y/2), U € [~U,,0) such that if cmin = ez, (PT)n,(+,-)
holds for some n € 4N + 2.

The proof of Proposition 3.1 is based on Lemma 3.3 below. Recall the definition
of the functions w(z,y, z), w(x,y, z) and their properties summarized in front of
Lemma 2.14 to understand the statements and the proof of the lemma. In addition
we will use the following properties.

n M 17—12v2 n M 17—12v2
1
(32)  lma(a(n).~Ln) =g, lmi(as (), ~1n) =0,

which can be derived from the facts that

lim «a = lim a_(n)=34+2V2,
n,/17—-12v2 +(77) n,17—12v2 (77)
1
lima_(n) =3, lima = +o00, limna = —.
lim a_(n) lim ., () imna.(n) = 3
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Moreover we need that

(3.3) dinﬁ}(ag(n), —1,7) >0, V6 € {+,—}, n € (0,17 — 12V2).

This can be confirmed as follows.

ow 1) = (x — Dz(l + 2z2)(3 — zx)
(3-4) (v, =1,2) (x +1)2(1 — zx)?

P >0, V2 €(0,1), z € (1,271,

and thus by (2.35), (2.36), (2.37)

d - . 8U~J da(; 812;
d_nw<a5(n)7 _1777) - %(%(77), —1a77)%(77) + %(&5(77)7 _1777)
= %(afs(n)’ _Ln) > 07 V77 S (07 17 — 12\/5)7 5 € {+a _}

Lemma 3.3. (i) For any s € (3,3 — 2v/2) there exist n1, 12, 3, N € (0,17 —
12v/2), y1 € (—1,0) such that ny < n3 < 2 < my, ay(m) < n;" and for any

y e (_lvyl]

cosh ™1y

WD

Wl m) > 5, Yo € | o) + anm), 3lastm) + 1)

w (5a-0m) + acm).n) > s, w (Fartm) + o7).m) > 5, ¥ I

w(ay(n2),y,m2) < s,

o) <5, Vo € |50+ a- () plo-(m) + o)
2 2

w(a_(n3),y,n3) > s.

w (1(1 + a(ns)),y,n) < s, w (l(a(ns) + a+(773)),y,77) <8, Vi € [na, m3),

(ii) For any s € (0, 1] there exist 15, ng € (0,17 — 12v/2), yo € (—1,0) such that
M6 < 115, a+(ns) < 75" and for any y € (=1,1,]

cosh™(|y|™")
— L 75 /2,
Vy+1

o) > 5, Vo € a0+ ) ylas )+

1

w G(a—(%) + a+(n6)),y,n) > 5, w <§(a+(nﬁ) + ngl),y,n) > s, Vn € 16,75,

w(a+(n6), y,m6) < s.

Remark 3.4. By using the inequality cosh™*(|y|™")/v/y +1 > v/2 we can check
that the variable (x,y,n) belongs to the domain D where the function w is defined
in the statement of the above lemma.
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Proof. (i): Take any s € (%, 3 —2v/2). We can deduce from the properties (2.38),
(3.1), (3.2), (3.3) that there uniquely exist 7y, 7 € (0, 17—12+/2) such that 7}, < 7y,

TI)(CLJF(?%), _17 771) = ’II)(CL,OA]Q), _17772) =S.

Moreover, by the profile of w(-, —1,7n) described in Subsection 2.4, (3.3) and (3.4)
there exists small € € Ry such that the following inequalities hold.

ay () <

. 1 R R 1 . L A
(o, L) > 5, Y € | 3ai) + asli)) = & (e () + )+ €] 0 € i+ o)

(1 . . R (1 . L R
@ (30 + ax@). =11 ) > s, 6 (Glari) + i) -1 ) > s

w(a+(n)7 _1777) < s, V77 S [ﬁl - 57ﬁ1)'

@l ~1,0) <5, ¥ € [0+ a ) = 2 5la-(i) + () +e] 1€ o)

2 2
w(a*(n)a_lﬂﬁ > 8, VU € (7727772 "—5]-

i (50+ 0 ~1e) < s, 0 ( Gla(ie) + i) 1) <

Then we can choose 1, € (7,17 — 12v/2), 1, € (0,71) to be close to #; and
N3 € (2, 17 — 12v/2), ny € (0,7,) to be close to 7, so that ny < 13 < 72 < 11,

(3.5)

a(12) <mi,

(3.6)

o, ~1,01) > 5, ¥ € | a-() + o ), o)+ )
(3.7)

w (%(a—(nz) +ay(n2)), —Ln) > 5, W (%(m(nz) +0 ), —1777) > 5, ¥n € [n2,m],

(3.8)
w(a+(772)7 _17772) < S,

o ~Lon) < 5, ¥ € |30+ a-(m) 5la- () + e (m)].

@ (504 atm) 1) <5 (lo-m) +aclm)~1n) <. ¥ € el

@<a—(773)7 _17773) > S.

The claimed inequalities follow from (2.46), the above inequalities and the uniform
convergence properties

(3.9) lim, sup w(z, y,n) — @(z, —1,1)| =0,
UNTL e (a () oy (n2)), L (ag ()0 1]
n€(ng.m1]
lim sup lw(z,y,n) —w(z, —1,1)| = 0.
UNTL aeL (ol (ng)). 4 (o (ng)+ay (1))
n€lng,m3l
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(ii): Take any s € (0,1]. By (3.1), (3.2) there exists 93 € (0,17 — 12v/2) such
that @(ay(s), —1,7M3) = s. We can choose 1, € (3,17 — 12/2), 1, € (0,73)
sufficiently close to 73 so that the same inequalities as (3.5), (3.6), (3.7), (3.8) hold.
Then by applying the uniform convergence property of the form (3.9) we obtain
the claimed inequalities. ]

Proof of Proposition 3.1. We set

b—V ermin \ >
§ = =
T P

during the proof. First of all we note that

(3.10)
sinh(zEy(k)) b

Foo s =D dk T - mazrty Y 19/

(@9) d/go ' ((y+cosh(be(k)))Eb(k) o (a9, V11, 8)
which together with (2.61) implies that
(3.11)

Foo o 1 h \V 1 max 2 2

O (y + cosh(y/n(y + 1)emaa))? 2

Cosh_1(|y|1))
Vye (-1,0), z€ |0, ——— | .
We will also use the following convergence property.
(3.12) l{lm1 Vy+1W (W y+ 12y, VE, s) :/I/I?(x, VE, s)
N

locally uniformly with (z,£) € Ryy x Rxy.
(i): Assume that s € [3 — 2v/2,00). If omin > /17— 12v/2, Proposition

2.11 ensures the result. Assume that f2o = /17 — 12y/2. Here we apply [14,
Lemma 2.24 (i)] to guarantee that

(3.13)
Jyp € (—1,0) s.t

¥y € (1] 3oy >e(2 (st ) s ot 1)) s
w(x,y,m) <s, Vo € (2 cosh Yyl™H)?, O(y)),

w(zo(y), y,7m)

w(x,y,n) > s, Vo € (xo )(coshl(\y|1))2) :

Since

1 1
%(\/ijlx,y) >0, Vo € (O cosh™ (Jy|~ )]

8:(; CmazVY + 1
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OF., cosh™ (Jy|™)
——(y/ lx,y) <0, Vo € | ————F———,

for any y € (—1,0), combination of (3.11) and (3.13) proves that for any y € (—1, yq
there exists & € (W1 cosh Z(W)y gy that

€maz €min

OF,,
Ee —>(z,y) >0, Vx € (0,20),

0F .
%(m()ay) = Oa

aai;o(x,y) <0, Vz € (29, 00).

Now the assumption of Lemma 2.7 with S = {E}} is satisfied and thus the claim
follows from the lemma in this case

Assume that &=z < /17 — 12y/2. By (3.1) and (3.3) s € (@(a_(n), —1,7), 00).
Thus we can apply 14, Lemma 2.24 (11)] to ensure that the property (3.13) holds.
Then by repeating the same argument as above and using Lemma 2.7 we can deduce
the claim in this case as well. The proof of (i) is complete.

(ii): Assume that s € (%,3 — 2v/2). Take any en;, € Ry and Uy € (0, 2min),
Let 11, 12, 03, ma € (0,17 — 12¢/2), 41 € (—1,0) be those introduced in Lemma 3.3
(i). We can see from (3.10) that for any

min min 1
emax6|:6 76 :| WS \/ o 772’\/(1-"-772 +Th >y€(_170)
\ M /T2 €max €max
(3.14) y+1Fe(Vy + 1z,y)
NS
Emin xe[\/W7 a+(n2)+ﬁl_1]
£€[m2.m]

By the convergence property (3.12) there exists yo € (—1, 1] such that for any
y € (=1,]

(3.15) inf VU WGy + 1z,y, V€, s)

§€[n2,m]
1

Z —_ f W(I7 \/gv S)'
ze[ 1+a_ (7]2 ay (n2)+ny 1
§€[m2,m]

We can derive from (2.46), (3.14), (3.15) that there exists y € (—1,y2] such that

(3.16)

V1+ta_(n) Vap(n)+mn'

Y
emaa: emaw

— 2 Corin Cmi
FOO :l/)_'_ 13773) 2 _7 vemax E { m2n7 mzn] ) x
( ) U NIRRT

(3.17)

cosh™ ' ([3]~)
> V2.
Vi+1
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It follows from the inequalities claimed in Lemma 3.3 (i) that there exists 7; €
(m2,m1) such that

min w(xayvnl) =S,
z€[3(a—(n2)+ay (n2)),4 (ay (n2)+ny )]

w (50t + astm)odn ) > 5w (Glartm) i) > s

Let zg € (3(a_(n2) + a4 (1)), 2(as(n2) +n7")) be a minimizer. Set

e _ Cmin . 2(@ + 1>$0
e 771 ’ €max .
By (3.16)
. 2
(3.18) Foo(2,9) = —.
Uo

Observe that by (3.17)
V2rg _ Vai(m) +ut V2t V2t V2 coshTi(jg )
< < < = < = )
Emaz €maz €maz Emaz Emin CminVY 1
and thus by (3.11)

OF,,
ox

1+ gcosh(r/2n (9 + 1)z L
i N J ( Anlfy ) 0>2 (8 - UJ(ZU(), Y, 771)) = 0.
(¢ + cosh(y/20: (5 + 1)x0))

(3.19) (£,9) = b

We remark that by (3.17)

V2t Do < A+ Dlas(n2) + ) < /200 + Dn < /205 + 1)

< cosh™'(|g[7"),

and thus

1 + g cosh(+/27: (g + 1)xg) > 0.

We can deduce from this inequality and the definition of o that there exists ¢ € R+
such that %= (z,§) < 0 for any « € (& —£,2 +¢)\{2}. This together with (3.18),
(3.19) enables us to apply Lemma 2.8 (ii) to conclude that there exists U € [—Uj, 0)
such that 7(-) has a rising SPTin (0, 8.). Remind us that &2 = /i € (\/1, /71)-
The existence of a rising SPI is now proved with e; = /7;.

The existence of a falling SPI can be proved similarly. However, we provide the
proof for completeness. We can derive from (3.10) that for any

VIta(m) Va(m) talm)|

emax ema:v

€min CEmin
, T €

€maz € y T —
[\/% van
y+1Fe(Vy + 1z,y)

b/ i~
2—774 inf \/y—i_lW(\/y_'—lxaya\/EaS)'
Emin  wel\/1+a_(n3),\/a— (n3)+ay (n3)]
€€[ng,m3]
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Application of (3.12) yields that there exists y3 € (—1,y1] such that for any y €
<_17 3/3]

inf \/y—l—lVV(\/y—i-lx,y, \/g,s)
e€ly/14a_(n3).\/a— (n3)+ay (n13)]
£€[ng,m3]

1 . —_~
> — inf W (x, V¢, s).
2 wel/Tra_(n3).\Ja_(n3) Fag (m3)]
€€ng 3]

We can deduce from these inequalities and (2.46) that there exists § € (—1,ys3]
such that

(3.20)
= ~ 2 Emin  Emin \/1 +a- (773) \/(l_ (773) + a+(773)
Fo(Wy+12,9) > —, Vepur € | —=, —= |, T € , ;
( Y y) UO |:\/ UE] vV 7)4:| Emax Emazx
(3.21)
cosh™ (|5 ™")
— 2 > V2
Vit

The inequalities of Lemma 3.3 (i) imply that there exists 7o € (4, 73) such that

max W(l’,g,fh) =S,
z€[L (1+a(13)), 4 (a— (13) +a+ (13))]

1 - 1 -
w (50 asm) g < s, w (G- + 0 g <
Let o € (5(1 4 a—(n3)), 3(a—(ns) + a;(n3))) be a maximizer and set
€min  ~ Q(g + 1)'%0
Cmag = —m, T =
\/% €max
By (3.20)
- 2
(3:22) Fali) > =
Uo

Moreover, by (3.21)
V2 _ Va-(m) +alm) _ V25 V20,0 V2 cosh (gl
emaz emaz emaz emam emzn emZTL V g 1 ’
and thus by (3.11)

0F  _ . , 1+ gcosh(y/2M2(7y + 1)Z0) R
’ X =b S —w(To,Y,72)) = VY.
(3.23) Ox (#9) (9 + cosh(~/272(y + 1):30))2< (Fo.3:2)) =0

By using (3.21) again we can derive that

V20§ + 1)Fo < v/12(F + 1) (a—(n3) + ax(n3)) < /20 + Dnz" < V/2(5+ 1)

< cosh™'(|g]7"),
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and thus
1 + g cosh(y/212(g + 1)Zg) > 0.

By considering this inequality we can deduce from (3.23) and the definition of
that there exists £ € R.g such that %= (z,§) > 0 for any = € (2 — &, + &)\ {2}
This coupled with (3.23) means that 7 is a rising SPI of F..(-,¢). Since we have
(3.22), we can apply Lemma 2.8 (i) to ensure that there exists U € [—Uj,0) such
that 7(-) has a falling SPT in (0, 3,). Here &2 = /1)y € (\/11, \/73)-

Now we can see that the claim (ii) holds with e1 = /N1, ea = /7.

(iii): By using Lemma 3.3 (ii) in place of Lemma 3.3 (i) we can repeat the same
argument as the 1st half of the proof of (ii) to prove the claim. O

In [14, Proposition 2.25] we derived 7(3) exactly. Let us numerically implement
the exact solution to observe that 7(-) has SPIs as suggested by Proposition 3.1.
Weset b=8,0 =7, epm =1, U = —1 so that 2 € (1,3-2v2), |U]| € (0, Zomin),
In fact these parameters take the same values as in the numerical example in [14,
Sub-subsection 2.3.1]. Based on Proposition 3.1 (ii), we expect that we can find

e1, ey € (0,4/17 — 124/2) such that ey < e; and if €0, = 6—11, 7(-) has a rising SPI,
if €ar = é, 7(+) has a falling SPI. In Figure 2 we plot the graphs of 7(5), g—g(ﬁ)
for e,,q, = 6.643, 8.342. We can see that 7(-) has a rising SPI when e,,,, = 6.643
and 7(-) has a falling SPI when e,,,, = 8.342. T his means that our expectation

= o=(~ 0.1505), e = (= 0.1199) € (0,17 — 12V/2)

8.342 342

is realized with e; =

(= (0,0.1716)).
Concerning the model (2), we claim the following proposition. In fact it is an

immediate consequence of Lemma 2.7 and the proof of [14, Proposition 2.26].

Proposition 3.5. For any t € Rxg, enin € Roq there exists Uy € (0, 2e:,) such
that for any U € [—U,,0) 7(-) has no SPI in (0, 3.).

Proof. We have shown in the proof of [14, Proposition 2.26] that there exists yy €
(—1,0) such that for any y € (—1,y] there uniquely exists xy € Ry such that
6F°°( 0,y) = 0. See around the equation “(2.101)” in [14]. Then Lemma 2.7 with
S = {E,} ensures the result. O

Data availability
The data that supports the findings of this study are available within the article.
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