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Abstract.

Soliton solutions and the tau function of the KdV equation are
studied within the stochastic analytic framework. A key role is played
by the Itô formula and the Cameron-Martin transformation.

§ Introduction

In this paper, we investigate the Korteweg-de Vries (KdV) equation
within the framework of stochastic analysis. We shall study soliton solu-
tions with the help of the Itô formula, whose original form was achieved
in 1942 ([9]). The Cameron-Martin transformation, which was estab-
lished in the early 1940’s ([2, 3]), also plays a key role.

Let x > 0 and Wn be the space of Rn-valued continuous functions
on [0, x] starting at the origin, and let P be the Wiener measure onWn.
Following the idea of Cameron-Martin [3], we can show that

(1) I(x, t) :=
∫
W1

exp
[
−a

2

2

∫ x

0

w(y)2dy − a

2
tanh(a3t)w(x)2

]
P (dw)

=
(
cosh(a3t)

)1/2(cosh(ax+ a3t)
)−1/2 for any a > 0,

where w(y) ∈ R denotes the position of w ∈ W1 at time y (see §4 and
[8]). Then u(x, t) = −4∂2

x log I(x, t), where ∂x = ∂/∂x, is a 1-soliton
solution of the KdV equation

(2)
∂u

∂t
=

3
2
u
∂u

∂x
+

1
4
∂3u

∂x3
.

Received February 27, 2003.
Revised June 16, 2003.
The second author is partially supported by Grant-in-Aid for Scientific

Research (A)(1) 14204010.



2 N. Ikeda and S. Taniguchi

A reflectionless potential with scattering data ηj ,mj > 0, 1 ≤ j ≤ n,
is by definition a function

(3) q(x) = −2
d2

dx2
log det(I +A(x)),

where

(4) A(x) =
(√

mimj

ηi + ηj
e−(ηi+ηj)x

)
1≤i,j≤n

.

We denote by Qn the totality of all reflectionless potentials with scat-
tering data consisting of 2n positive numbers. Let Σ be the set of all
pairs σ = (σ+, σ−) of non-negative measures σ± on (−∞, 0] such that∫

(−∞,0]
eλ
√
−zσ±(dz) <∞ for any λ > 0. For σ ∈ Σ, set

G(u, v;σ) =
1
4

∫ 0

−∞

1√
−z

(
e
√
−z(u+v) − e

√
−z|u−v|

)
σ+(dz)

+
1
4

∫ 0

−∞

1√
−z

(
e−
√
−z|u−v| − e−

√
−z(u+v)

)
σ−(dz).

We consider a family G of all Gaussian processes Xσ with mean 0 and
covariance function G(u, v;σ), σ ∈ Σ. We also consider the totality Q
of all functions qσ, σ ∈ Σ, defined by

qσ(x) = −4
d2

dx2
logE

[
exp
(
−1

2

∫ x

0

|Xσ(y)|2dy
)]
, Xσ ∈ G,

where E stands for the expectation with respect to the underlying prob-
ability measure. In [12], Kotani showed that Q includes all Qn, n =
1, 2, . . . , and any element of Q is obtained as a limit of reflectionless
potentials in the topology of uniform convergence on compacts.

Furthermore, it is well known that q(x, t) defined by (3) and (4)
with mj(t) = mj exp[−2η3

j t] instead of mj , 1 ≤ j ≤ n, gives a rise of an
n-soliton solution u(x, t) = −q(x, t) of the KdV equation (2).

The facts mentioned above indicate that soliton solutions of the
KdV equation may be represented in terms of Gaussian processes. In
this paper, we shall establish such an expression of n-soliton solutions
and the tau function, which plays a fundamental role in the study of the
KdV hierarchy (see [14, 16, 17]), in the Wiener space.

If both components σ± of σ ∈ Σ are discrete measures, then the
corresponding Gaussian process belongs to

⋃
n∈N Gn, where Gn is a set

of Gaussian processes obtained as superpositions of n independent 1-
dimensional Ornstein-Uhlenbeck processes (for the definition of Gn, see
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§1.2). In this case, the correspondence between G and Q is given con-
cretely; for every n ∈ N, we shall give a mapping from Gn to Qn. See §2.
Moreover, not only reflectionless potentials but also n-soliton solutions
and the tau function of the KdV equation can be represented in terms
of Gaussian processes in

⋃
n∈N Gn. See §4. These expressions show that

“a superposition” to make an n-soliton solution out of 1-soliton ones
can be realized in the Wiener space. Further, we can explicitly see how
speed parameters of 1-solitons reflect on those of the n-solitons obtained
as superpositions. See §4.

An exact expression of Wiener integrals of Wiener functionals of the
form exp[−(a2/2)

∫ x
0
X(y)2dy+R(x)] of X ∈

⋃
n∈N Gn plays a basic role

in this paper, where R(x) is a Wiener functional which varies according
as we deal with reflectionless potentials, n-soliton solutions, and the tau
function. Such exact expressions are achieved with the help of the Itô
formula and the Cameron-Martin transformation. The Cameron-Martin
transformation we deal with is determined by a second order ordinary
differential equation. When a 1-dimensional Wiener process, which is in
G1, is considered, the equation is the Sturm-Liouville one employed in
[3]. The ordinary differential equations in this paper appear in different
features from place to place, while they correspond to the same Wiener
integral. Namely, we encounter several types of n × n-matrix Riccati
equations and second order n× n-matrix and first order 2n× n-matrix
linear ordinary differential equations. These different features are unified
in terms of Grassmannians. See §1.1. It should be also mentioned that
the above Riccati equations play an important role in the theory of the
linear filtering problem by Kalman-Bucy. See §3.

Before closing this section, we note that the class G of Gaussian
processes is closely related to the one studied by Hida-Streit [5] and
Okabe [15].

The authors are grateful to Professor S. Kotani for his helpful com-
ments and informing us of his recent achievement privately. They also
thank Professor M. Yor for stimulating discussions with him. The sub-
ject of the paper grew out when the first author was visiting the Math-
ematics Research Centre, the University of Warwick in summer in 2001
at the invitation of Professor K.D. Elworthy, and discussed with Profes-
sor M. Kleptsyna. The second author had a chance to talk about the
prototype of this paper with Professor Elworthy while he visited Japan
in 2001. It is a great pleasure of the authors to thank both of them.
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§1. Cameron-Martin transformation — Ornstein-Uhlenbeck
process

1.1. Ordinary differential equations
We first recall several known facts about ordinary differential equa-

tions. For n ∈ N, we set An = Pn × Cn, where

Pn =
{
p = t(p1, . . . , pn) ∈ Rn : pi 6= pj for i 6= j

}
,

Cn =
{
c = t(c1, . . . , cn) ∈ Rn : ci > 0 for 1 ≤ i ≤ n

}
.

For (p, c) ∈ An and a > 0, we define n× n-matrices

Dp = diag[p1, . . . , pn] and Ep,c(a) = D2
p + a2c⊗ c.

We shall often write simply D and E(a) for Dp and Ep,c(a), respectively.
Let Φa(y) be a solution of a first order 2n× n-matrix ordinary dif-

ferential equation

(5) Φ′ +Mp,c,aΦ = 0, where Mp,c,a =
(

Dp I
a2c⊗ c −Dp

)
and f ′ stands for the derivative of f . For n × n-matrices A and B,
we often write Φa(y;A,B) to emphasize the initial condition Φa(0) =(
A
B

)
. Denote by φa(y) and ψa(y) the upper and the lower half n × n-

submatrices of Φa(y), respectively;

Φa(y) =
(
φa(y)
ψa(y)

)
.

Then φa(y) obeys a second order ordinary differential equation

(6) φ′′ − E(a)φ = 0.

In the cases we deal with in this paper, φa(y) is always shown to be
invertible for any y ≥ 0. Moreover, if Φa(y) = Φa(y; I, 0), which is the
case investigated in §2 and §3, then ψa(z) is also invertible for z > 0
(see a paragraph after Theorem 2.1). Hence, in the remainder of this
subsection, we assume that φa(y) and ψa(z) are both invertible for any
y ≥ 0 and z > 0. Then Φa(y) determines an n-frame in a 2n-dimensional
vector space V (2n) over R, and hence gives a rise of a dynamics on
the Grassmannian GM(n, V (2n)) consisting of all n-dimensional vector
subspaces of V (2n). Moreover, Φa(y) is identified in GM(n, V (2n)) with(

I
ψa(y)φ−1

a (y)

)
=
(

I
γa(y)

)
,
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where φ−1
a (y) = (φa(y))−1 and γa(y) = ψa(y)φ−1

a (y) = −φ′(y)φ−1
a (y)−

D. Due to the Cole-Hopf transformation, γa obeys the n × n-matrix
Riccati equation

γ′ − γD −Dγ − γ2 + a2c⊗ c = 0

(see [18]). We next consider an n-frame obtained by reversing the time of
Φa(·); Φ̃a(y) = Φa(x−y). Set µ(y) = γa(x−y) and ν(y) = µ(y)−1, y < x.
Then, for y < x, Φ̃a(y) determines a point in GM(n, V (2n)) identified

with
(

I
µ(y)

)
and

(
ν(y)
I

)
. Thus a dynamics of Φ̃a(y), y < x, in the

Grassmannian is expressed in two different ways by Riccati equations

µ′ + µD +Dµ+ µ2 − a2c⊗ c = 0,

ν′ − νD −Dν + ν(a2c⊗ c)ν − I = 0.

The second equation is a Riccati equation which an error matrix appear-
ing in the linear filtering theory obeys (see §3 and [1]).

Let αij(y) be the (i, j)-component of the n-frame Φa(y), 0 ≤ i ≤
2n− 1, 0 ≤ j ≤ n− 1. The Plücker coordinate of Φa(y) is given by

αI(y) = det
[(
αikj(y)

)
0≤k,j≤n−1

]
, I = (i0, . . . , in−1) ∈ I,

where I is the totality of I = (i0, . . . , in−1) ∈ Zn with 0 ≤ i0 < · · · <

in−1 ≤ 2n− 1. We set F =
(
−D −I

−a2c⊗ c D

)
and define a

(
2n
n

)
×
(

2n
n

)
-

matrix G by

GαI =
n−1∑
k=0

2n−1∑
j=0

Fikjαi0,...,ik−1,j,ik+1,...,in−1 , I = (i0, . . . , in−1) ∈ I,

where, for 0 ≤ k0, . . . , kn−1 ≤ 2n − 1, αk0,...,kn−1 is defined in the same
manner as αI . We then have a dynamics on the Grassmannian in terms
of the Plücker coordinate;

d

dy

(
αI(y)

)
I∈I = G

(
αI(y)

)
I∈I .

It should be mentioned that

αI(y) = detφa(y) for I = (0, 1, . . . , n− 1).

For related results, see also [4].
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1.2. Cameron-Martin transformation
For p ∈ Pn, let ξp(y) = t(ξ1

p(y), . . . , ξnp(y)) be the unique solution
of the Rn-valued stochastic differential equation

(7) dξ(y) = dw(y) +Dξ(y)dy, ξ(0) = 0.

We set OUn = {ξp : p ∈ Pn}. For (p, c) ∈ An, we define a superposition
of 1-dimensional Ornstein-Uhlenbeck processes ξ1

p(y), . . . , ξnp(y) by

Xp,c(y) = 〈c, ξp(y)〉,

where 〈·, ·〉 denotes the inner product on Rn. Xp,c(y), 0 ≤ y ≤ x, is a
continuous Gaussian process with mean 0 and covariance function

(8) R(u, v) =
n∑
j=1

c2j
2pj

(
epj(u+v) − epj |u−v|

)
, 0 ≤ u, v ≤ x.

We set

Gn = {Xp,c : (p, c) ∈ An} = {〈c, ξp〉 : (p, c) ∈ An}.

Obviously, aXp,c = Xp,ac for a > 0, and hence Gn is closed under
the multiplication by positive numbers. Moreover, Xp,c ∈ Gn is invari-
ant under permutation in the sense that Xp′,c′ = Xp,c if (p, c) ∈ An,
σ is a permutation of {1, . . . , n}, and p′ = t(pσ(1), . . . , pσ(n)), c′ =
t(cσ(1), . . . , cσ(n)).

Given an n×n-matrix valued C1 function κ on [0, x] with detκ(y) 6=
0 for each y ∈ [0, x], we define two Cameron-Martin transformations K
and L on Wn by

K[w](y) = w(y)−
∫ y

0

κ′(u)κ−1(u)w(u)du,(9)

L[w](y) = w(y)− κ(y)
∫ y

0

(
κ−1

)′(u)w(u)du, w ∈ Wn.(10)

By a change of variables formula on [0, x], we see that

(11) K[L[w]] = L[K[w]] = w for any w ∈ Wn.

Set θ̃(y) = κ′(y)κ−1(y) and let θ̂ be an n× n-matrix valued continuous
function on [0, x]. We then have
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Lemma 1.1. For any measurable f :Wn → [0,∞), it holds that∫
Wn

f(ξp) exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy(12)

+
1
2
〈(θ̃(x)−D)ξp(x), ξp(x)〉 − 1

2

∫ x

0

|θ̂(y)ξp(y)|2dy
]
dP

=
∫
Wn

f(w) exp
[
−1

2

∫ x

0

〈E(a)w(y), w(y)〉dy

+
1
2
〈θ̃(x)w(x), w(x)〉 − 1

2

∫ x

0

|θ̂(y)w(y)|2dy
]
dP e−(x/2)trD.

Proof. By using the Maruyama-Girsanov transformation ([8, 13,
19]), we obtain that

the left hand side of (12)

=
∫
Wn

f(w) exp
[
−a

2

2

∫ x

0

〈c, w(y)〉2dy

+
1
2
〈(θ̃(x)−D)w(x), w(x)〉 − 1

2

∫ x

0

|θ̂(y)w(y)|2dy

+
∫ x

0

〈Dw(y), dw(y)〉 − 1
2

∫ x

0

|Dw(y)|2dy
]
P (dw),

where the identity may hold as ∞ = ∞. Applying the Itô formula ([8,
13]) to 〈Dw(x), w(x)〉, it is easily seen that this implies (12). Q.E.D.

Suppose that a solution φa(y), y ∈ [0, x], of the ordinary differential
equation (6) satisfies the condition that detφa(y) 6= 0, 0 ≤ y ≤ x, where
the initial condition is not specified. We set

(13) βa,x(y) = −(φ′aφ
−1
a )(x− y),

and denote by β̃a,x(y) and β̂a,x(y) its symmetric and skew-symmetric
parts, respectively. Let κa,x(y) be the solution of the differential equa-
tion

κ′(y) = β̃a,x(y)κ(y), κ(x) = I,

and define linear transformations Ka,x, La,x : Wn → Wn by (9) and
(10) with κ = κa,x.
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Proposition 1.1. For any bounded measurable f : Wn → [0,∞),
it holds that

(14)
∫
Wn

f(ξp) exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy

+
1
2
〈(β̃a,x(x)−D)ξp(x), ξp(x)〉− 1

2

∫ x

0

|β̂a,x(y)ξp(y)|2dy
]
dP

=
(
detφa(0)

)1/2(
extrD detφa(x)

)−1/2
∫
Wn

f ◦ La,x dP.

Proof. For the sake of simplicity, we write β, β̃, and β̂ for βa,x,
β̃a,x, and β̂a,x, respectively. It follows from (6) that

(15) β′ = E(a)− β2 and β̃′ = E(a)− β̃2 − β̂2.

Since trβ̃ = trβ, by virtue of the Itô formula, we then have

1
2
〈β̃(x)w(x), w(x)〉

=
1
2

∫ x

0

〈E(a)w(y), w(y)〉dy +
1
2

∫ x

0

|β̂(y)w(y)|2dy

+
∫ x

0

〈β̃(y)w(y), dw(y)〉 − 1
2

∫ x

0

|β̃(y)w(y)|2dy +
1
2

∫ x

0

trβ(y)dy.

Combining this with Lemma 1.1, we have

(16)
∫
Wn

f(ξp) exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy

+
1
2
〈(β̃(x)−D)ξp(x), ξp(x)〉 − 1

2

∫ x

0

|β̂(y)ξp(y)|2dy
]
dP

=
∫
Wn

f(w) exp
[∫ x

0

〈β̃(y)w(y), dw(y)〉 − 1
2

∫ x

0

|β̃(y)w(y)|2dy
]
P (dw)

× exp
[
−x

2
trD +

1
2

∫ x

0

trβ(y)dy
]
.

Applying the Maruyama-Girsanov transformation to the equation

dz(y) = dw(y) + β̃(y)z(y)dy,



Quadratic Wiener functionals 9

and noting that β̃ = κ′a,xκ
−1
a,x, we obtain that

(17)
∫
Wn

(g ◦Ka,x)(w) exp
[∫ x

0

〈β̃(y)w(y), dw(y)〉

− 1
2

∫ x

0

|β̃(y)w(y)|2dy
]
P (dw) =

∫
Wn

g dP

for any bounded measurable g : Wn → [0,∞). By the definition of β,
we have

(18) exp
[∫ x

0

trβ(y)dy
]

= detφa(0)
(
detφa(x)

)−1
.

By (11), combining (17) and (18) with (16), we obtain (14). Q.E.D.

1.3. Eigenvalues of E(a)
Let (p, c) ∈ An and a > 0. We shall specify the eigenvalues of

E(a) = Ep,c(a). As for p = t(p1, . . . , pn), rearranging if necessary, we
may assume that there exist m and 1 ≤ j(1) < · · · < j(m) ≤ n such
that

(H)m
|pj | ≤ |pj+1| for j = 1, 2, . . . , n − 1, pj(`) > 0 and pj(`)+1 =
−pj(`) for ` = 1, . . . ,m, and #{|p1|, . . . , |pn|} = n−m.

When m = 0, this conditions means that |p1| < |p2| < · · · < |pn|.
If n = 1, then (H)0 holds. We define a Herglotz function hp,c,a on
C+ = {z ∈ C : Imz > 0} by

hp,c,a(z) =
1
2

∫ ∞
0

1
u− z

{σ+ + σ−}(−du),

where

(19) σ+(du) = 2a2
∑
i:pi≥0

c2i δ−p2
i
(du), σ−(du) = 2a2

∑
i:pi<0

c2i δ−p2
i
(du)

(cf.[11]). Then hp,c,a(λ+ t
√
−1) converges to

hp,c,a(λ+ 0
√
−1) = a2

n∑
j=1

c2j
p2
j − λ

as t ↓ 0.

Under (H)m, the equation hp,c,a(r + 0
√
−1) = −1 possesses n − m

roots 0 < r1 < · · · < rn−m such that r1/2
j /∈ {pj(1), . . . , pj(m)}, j =

1, . . . , n−m. Take η1, . . . , ηn ∈ R so that

{|η1|, . . . , |ηn|} = {pj(1), . . . , pj(m), r
1/2
1 , . . . , r

1/2
n−m}.
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Define an n× n matrix U = (Uij)1≤i,j≤n by

(20) Uij =



ci
|(D2 − rkI)−1c|(p2

i − rk)
, if η2

j = rk,

δi,j(`)+1cj(`) − δi,j(`)cj(`)+1

(c2j(`) + c2j(`)+1)1/2
, if η2

j = p2
j(`).

Lemma 1.2. U ∈ O(n) and it holds that

E(a) = UR2U−1, where R = diag[η1, . . . , ηn].

Proof. It is easily checked that p2
j(`) is an eigenvalue of E(a) with

eigenvector
u = t(0, . . . , 0︸ ︷︷ ︸

j(`)−1

,−cj(`)+1, cj(`), 0, . . . , 0).

Noting that D2 − rjI is invertible, we see that rj is an eigenvalue with
eigenvector u = (D2− rjI)−1c. Thus we have obtained n distinct eigen-
values of E(a) and the associated eigenvectors. In conjunction with the
symmetry of E(a), we obtain the desired assertion. Q.E.D.

§2. Reflectionless potential

For (p, c) ∈ An and a > 0, define σ = (σ+, σ−) ∈ Σ by (19). Then
G(u, v;σ) coincides with a2R(u, v), the covariance function described in
(8). Hence we can identify Xσ with aXp,c, and Gn ⊂ G. We shall spell
out a correspondence between Gn and Qn.

Assuming (H)m, we define 0 < r1 < · · · < rn−m as described before
Lemma 1.2. Define 0 < η1 < · · · < ηn and m1, . . . ,mn > 0 by

{η1, . . . , ηn} = {pj(1), . . . , pj(m), r
1/2
1 , . . . , r

1/2
n−m}.

mi =


2ηi

c2j(`)+1

c2j(`)

∏
k 6=i

ηk + ηi
ηk − ηi

∏
k 6=j(`),j(`)+1

pk + ηi
pk − ηi

, if i = j(`),

−2ηi
∏
k 6=i

ηk + ηi
ηk − ηi

n∏
k=1

pk + ηi
pk − ηi

, otherwise.

Mention that ηj(`) = pj(`), ` = 1, . . . ,m. We set

(21) Ip,c,a(x) =
∫
Wn

exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy

]
dP.
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Theorem 2.1. Define A(x) by (4) with the above scattering data
ηi,mi > 0, i = 1, . . . , n. Then it holds that

(22) log(Ip,c,a(x)) = −1
2

log det(I +A(x))

+
1
2

log det(I +A(0))− x

2

n∑
i=1

(pi + ηi).

In particular,

4
d2

dx2
log(Ip,c,a(x)) = −2

d2

dx2
log det(I +A(x)).

Note that Ip,c,a(x) is invariant under the permutation of parameters
(p, c) in the sense as stated after (8). Thus, so is the reflectionless
potential associated with Ip,c,a(x).

The proof of the theorem is divided into two steps, each step being
a lemma. In the sequel, we write R for diag[η1, . . . , ηn] and let φa(y) be
the upper half of Φa(y; I, 0). Then

(23) φa(y) = U{cosh(yR)− sinh(yR)R−1U−1DU}U−1,

where U ∈ O(n) is defined by (20), and, for n× n-matrix A,

cosh(A) = (eA + e−A)/2 and sinh(A) = (eA − e−A)/2.

By computing the product matrix φaψa, we see that φa(y) and ψa(z) are
both invertible for y ≥ 0, z > 0. Then we can define βa,x by (13) with
this φa. Obviously βa,x(x) = D. Since βa,x obeys the Riccati equation
(15), it turns out to be symmetric. Applying Proposition 1.1, we obtain

(24) Ip,c,a(x) =
(
detφa(0)

)1/2(detφa(x)
)−1/2

e−(x/2)trD.

In this expression, for the latter use, we left detφa(0) while it is equal
to one. If (H)0 holds, then we set

Xij =
(
pj + r

1/2
i

)−1
, Yij =

(
pj − r1/2

i

)−1
, 1 ≤ i, j ≤ n,

X =
(
Xij

)
1≤i,j≤n, Y =

(
Yij
)

1≤i,j≤n,

V (c) = diag
[
|(D2 − r1I)−1c|−1, . . . , |(D2 − rnI)−1c|−1

]
,

σ(i) = sgn
[ n∏
β=1

(pβ − ηi)
]
, b(i) = σ(i)

{
−2ηi

∏
α6=i(η

2
α − η2

i )∏n
β=1(p2

β − η2
i )

}1/2

,

and B = diag[b(1), . . . , b(n)].
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Lemma 2.1. Suppose that (H)0 holds. Then it holds that

(25) φa(y) = −1
2
UV (c)R−1B

(
I +A(y)

)
eyRB−1XC(c),

where C(c) = diag[c1, . . . , cn]. Moreover, the identity (22) holds.

Proof. Due to (23), we have

φa(y) =
1
2
UR−1

{
eyR(RU−1 − U−1D) + e−yR(RU−1 + U−1D)

}
.

Set Z = (Zij)1≤i,j≤n, where

Zij = (p2
i − rj)−1, 1 ≤ i, j ≤ n.

Then it holds that

U = C(c)ZV (c), U−1 = V (c) tZC(c).

Since R,D,C(c), and V (c) are all diagonal matrices, we have that

RU−1 − U−1D = −V (c)XC(c), RU−1 + U−1D = V (c)Y C(c).

Hence we obtain

(26) φa(y) = −1
2
UR−1V (c)

{
I − e−yRY X−1e−yR

}
eyRXC(c).

We now compute Y X−1. Applying Cauchy’s identity (cf. [14])

(27) det
(( 1

αi + βj

)
1≤i,j≤n

)
=

∏
1≤i<j≤n(αi − αj)(βi − βj)∏n

i,j=1(αi + βj)

for α1, . . . , αn, β1, . . . , βn ∈ C,

to the cofactor matrix of X, we obtain

(
X−1

)
k`

=

∏
α6=`(pk + ηα)

∏n
β=1(pβ + η`)∏

β 6=k(pβ − pk)
∏
α6=`(ηα − η`)

, 1 ≤ k, ` ≤ n.

Using Lagrange’s interpolation formula

n∑
k=1

∏n−1
j=1 (ak + bj)

∏
β 6=k(aα − z)∏

β 6=k(aα − ak)
=
n−1∏
j=1

(z + bj), z ∈ C,

we have

(Y X−1)ij =

∏
α6=i(ηα + ηi)∏n
β=1(pβ − ηi)

2ηi
ηi + ηj

∏n
β=1(pβ + ηj)∏
α6=j(ηα − ηj)

, 1 ≤ i, j ≤ n.
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Since sgn
[(∏n

β=1(pβ + ηi)
)
/
(∏

α6=i(ηα − ηi)
)]

= −σ(i), it holds that

b(i)
√
mi = 2ηi

∏
α6=i(ηα + ηi)∏n
β=1(pβ − ηi)

,

√
mi

b(i)
= −

∏n
β=1(pβ + ηi)∏
α6=i(ηα − ηi)

, 1 ≤ i ≤ n.

Hence

(Y X−1)ij = −
b(i)
√
mi
√
mj(b(j))−1

ηi + ηj
, 1 ≤ i, j ≤ n.

Combining this with (26), we obtain (25).
The identity (25) implies

detφa(0)
(
detφa(x)

)−1 = det(I +A(0))
(
extrR det(I +A(x))

)−1
.

Thus the second assertion follows from this and (24). Q.E.D.

Lemma 2.2. Let m ≥ 1 and suppose that (H)m is satisfied. Then
(22) holds.

Proof. For ε > 0, set

pεi =

{
pi − ε, if i = j(`) + 1 for some `,
pi, otherwise,

1 ≤ i ≤ n.

Choosing a sufficiently small ε > 0, we may assume that

|pε1| < |pε2| < · · · < |pεn|.

Let 0 < rε1 < · · · < rεn be roots of a2
∑n
i=1 c

2
i /{(pεi )2 − r} = −1. Then it

holds that

(28) (pεi )
2 < rεi < (pεi+1)2 < rεi+1, i = 1, 2, . . . , n− 1.

Define scattering data ηεi ,m
ε
i > 0, i = 1, . . . , n, with these pεi ’s, r

ε
i ’s and

ci’s as described before Theorem 2.1. By Lemma 2.1, we have

log
(
Ipε,c,a(x)

)
= −1

2
log det(I +Aε(x))

+
1
2

log det(I +Aε(0))− x

2

n∑
i=1

(pεi + ηεi )

where pε = t(pε1, . . . , p
ε
n) and Aε(x) is defined by (4) with ηεi ,m

ε
i , i =

1, . . . , n. Since pεi → pi as ε ↓ 0, i = 1, . . . , n, we have that

log
(
Ipε,c,a(x)

)
→ log

(
Ip,c,a(x)

)
as ε ↓ 0.
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Moreover, recalling that ηεi = (rεi )
1/2, i = 1, . . . , n, it follows from (28)

that ηεi → ηi as ε ↓ 0, i = 1, . . . , n. Hence

n∑
i=1

(pεi + ηε)→
n∑
i=1

(pi + ηi), as ε ↓ 0.

Thus the proof completes once we have shown the convergence of Aε(y)
to A(y) as ε ↓ 0.

To see the convergence of Aε(y), it suffices to show that mε
i tends to

mi as ε ↓ 0 for every i = 1, . . . , n. If i 6= j(`) for any `, then it is easily
seen that mε

i → mi as ε ↓ 0. We now consider the case that i = j(`).
Since ηεj(`) → ηj(`) = pj(`) as ε ↓ 0,

(29)
pεj(`) + ηεj(`)

pεj(`)+1 − η
ε
j(`)

−→ −1, as ε ↓ 0.

It follows from (28) and the identity a2
∑n
j=1 c

2
j/{(pεj)2 − rεj(`)} = −1

that

c2j(`)
{

(pj(`) + ε)2 − rεj(`)
}

+ c2j(`)+1

{
p2
j(`) − r

ε
j(`)

}
= O(ε2), as ε ↓ 0.

This yields that

(pεj(`))
2 − (ηεj(`))

2 =
−2pj(`)c2j(`)
c2j(`) + c2j(`)+1

ε+O(ε2),(30)

(pεj(`)+1)2 − (ηεj(`))
2 =

2pj(`)c2j(`)+1

c2j(`) + c2j(`)+1

ε+O(ε2), as ε ↓ 0.(31)

Hence
pεj(`)+1 + ηεj(`)

pεj(`) − η
ε
j(`)

−→ c2j(`)+1c
−2
j(`), as ε ↓ 0.

Combining this with (29) and the definition of mε
j(`), we see that mε

j(`) →
mj(`) as ε ↓ 0. Q.E.D.

Remark 2.1. (i) The exponent of the integrand in the right hand
side of (21) is a sum of a quadratic Wiener functional and a constant.
Hence the right hand side of (24) can be expressed in terms of the
Carleman-Fredholm determinant of the symmetric Hilbert-Schmidt op-
erator determining the quadratic Wiener functional. Moreover, φa is a
solution of the Jacobi equation associated with the Lagrangian related
to the Wiener functional (cf. [6, 7]).
(ii) In Theorem 2.1, for each n ∈ N, a mapping from An to the space
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{(η1, . . . , ηn,m1, . . . ,mn) : 0 < η1 < · · · < ηn,m1, . . . ,mn > 0} of scat-
tering data was established. If n = 2, the mapping is invertible.

§3. Filtering theory

In this section, we shall see that the change of variables formula (24)
relates to the filtering theory. On the (n+ 1)-dimensional Wiener space
Wn+1, consider the following filtering problem.

dξp(y) = dw(y) +Dξp(y)dy, ξ(0) = 0, (system),

dY (y) = db(y) + a〈c, ξp(y)〉dy, Y (0) = 0, (observation),

where (p, c) ∈ An, a > 0 and (w, b) ∈ Wn ×W1 = Wn+1. Let FYy be
the σ-field generated by Y (u), u ≤ y. A solution ξ̂p(y) to the filtering
problem with respect to Y (u), u ≤ y, is realized as a function whose
error matrix is minimal in the space of error matrices of Rn-valued
FYy -measurable functions, where the order is the one inherited from the
non-negative definiteness ([1, Theorem 4.1]). In our case, ξ̂p(y) coincides
with the conditional expectation E[ξp(y)|FYy ] of ξp(y) given FYy , which
is called the Kalman-Bucy filter. The corresponding error matrix

Pa(y) =
∫
Wn+1

(
ξp(y)− ξ̂p(y)

)
t
(
ξp(y)− ξ̂p(y)

)
dP

obeys the n× n-matrix Riccati equation

P ′ = DP + PD − P (a2c⊗ c)P + I, P (0) = 0,

which we have already seen as an equation for ν(y) in §1.1. Let ρp,c,a(y)
be the error variance of Xp,c(y);

ρp,c,a(y) =
∫
Wn+1

∣∣∣Xp,c(y)− E[Xp,c(y)|FYy ]
∣∣∣2dP.

It then holds that

ρp,c,a(y) = tr
[
(c⊗ c)Pa(y)

]
.

Let Φa(y; I, 0) =
(
φa(y)
ψa(y)

)
. As was seen before (24), detφa(y) 6= 0,

y ≥ 0. We set γa(y) = ψa(y)φ−1
a (y) and γa,x(y) = γa(x− y). Note that

γ′a,x = −Dγa,x − γa,xD − γ2
a,x + a2(c⊗ c) on [0, x], γa,x(x) = 0.
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Then it holds that{
det(I − γa,xPa)

}′ =
(
−tr
[
a2(c⊗ c)Pa + γa,x

])
det(I − γa,xPa).

Since P (0) = γa,x(x) = 0,

1 = det(I − γa,x(x)Pa(x)) = exp
[
−
∫ x

0

tr
[
a2(c⊗ c)Pa(y) + γa,t(y)

]
dy

]
.

Combined with (18), this implies

exp
[
−
∫ x

0

tr
[
a2(c⊗ c)Pa(y)

]
dy

]
=

e−xtrD

detφa(x)
.

By (24), we obtain∫
Wn

exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy

]
dP = exp

[
−a

2

2

∫ x

0

ρp,c,a(y)dy
]
,

which can be also shown by applying the result due to M.L. Kleptsyna
and A. Le Breton [10].

Let δ(y, u) be the unique solution of the integral equation

(32) δ(y, u) = a2R(y, u)−
∫ y

0

δ(y, v)δ(u, v)dv, 0 ≤ y, u ≤ x.

In [10], they also have shown that a2ρp,c,a(y) coincides with δ(y, y).

§4. KdV equation

Throughout this section, we assume (H)m. Let scattering data 0 <
η1 < · · · < ηn, m1, . . . ,mn > 0 and n× n-matrices U and R be the ones
stated before and after Theorem 2.1. Set

T = {t = (t1, t2, . . . , ) : tj ∈ R,#{j : tj 6= 0} <∞}.

For x ∈ R, t ∈ T, define

ζj(x, t) = xηj +
∞∑
α=1

tαη
2α+1
j , ζ(x, t) = diag[ζ1(x, t), . . . , ζn(x, t)].

The tau function τ(x, t) of the KdV equation is of the form

(33) τ(x, t) = 1 +
n∑
p=1

∑
1≤i1<···<ip≤n

p∏
j=1

mij

2ηij

∏
1≤j<k≤p

(
ηij − ηik
ηij + ηik

)2

× exp
[
−2

p∑
j=1

ζij (x, t)
]
.
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For details, see [14, 16]. If we set

A(x, t) =

(√
mimj

ηi + ηj
e−{ζi(x,t)+ζj(x,t)}

)
1≤i,j≤n

,

then, with the help of Cauchy’s identity (27), we can show that

(34) τ(x, t) = det(I +A(x, t)), x ∈ R, t ∈ T.

We shall show that τ(x, t) can be expressed in terms of Wiener
integral. To do this, let

(35) φa(x, t) = U
{

cosh(ζ(x, t))− sinh(ζ(x, t))R−1U−1DU
}
U−1.

Then, for each t ∈ T, φa(·, t) obeys the differential equation (6) with
initial condition

φa(0) = U
{

cosh(ζ(0, t))− sinh(ζ(0, t))R−1U−1DU
}
U−1,

φ′a(0) = U
{
R sinh(ζ(0, t))− cosh(ζ(0, t))U−1DU

}
U−1.

As we shall see in Lemma 4.1 below, detφa(x, t) 6= 0, and then we can
define

βa,x,t(y) = −((∂xφa)φ−1
a )(x− y, t).

We shall show that βa,x,t(y) is symmetric. To do this, write β(y, t) for
βa,x,t(y). For each k = 1, 2, . . . , the partial derivative ∂tkφa of φa with
respect to tk satisfies that

∂tkφa(x, t) = U
{
R2k+1 sinh(ζ(x, t))−R2k cosh(ζ(x, t))U−1DU

}
U−1.

This implies that

∂tkφa(x, t) = E(a)k∂xφa(x, t) and ∂2
tk
φa(x, t) = E(a)2k+1φa(x, t)

for any k = 1, 2, . . . We then obtain that

(36) ∂tkβ(y, t) = −E(a)k+1 + β(y, t)E(a)kβ(y, t), k = 1, 2, . . .

Since E(a) is symmetric, the transpose tβ(y, t) of β(y, t) satisfies the
same identities in (36). Hence β(y, t) is symmetric if and only if so is
β(y, t[k]) for some k = 1, 2, . . . , where t[k] is obtained from t by replacing
tk by 0. As was seen in the paragraph before (24), β(y,0) is symmetric,
where 0 = (0, 0, . . . ) ∈ T. In conjunction with the above observation,
this implies that β(y, t) is symmetric for t = (t1, 0, 0, . . . ), t1 ∈ R.
Apply the above observation again, it follows that β(y, t) is symmetric
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for t = (t1, t2, 0, 0, . . . ), t1, t2 ∈ R. Repeating this argument successively,
we can conclude that β(y, t) is symmetric for any (y, t) ∈ R×T.

We set

Ip,c,a(x, t) =
∫
Wn

exp
[
−a

2

2

∫ x

0

Xp,c(y)2dy

+
1
2
〈(βa,x,t(x)−D)ξp(x), ξp(x)〉

]
dP.

To state our result, we introduce a set J = {(j(`) + 1, j(`)) : ` =
1, . . . ,m} and a quantity

Zm(p, c) = (−1)m
n∏
i=1

ci
2ηi

∏
1≤i<j≤n

(pi − pj)(ηi − ηj)

{ ∏
(i,j)/∈J

(pi + ηj)

×
n−m∏
k=1

|(D2
p − rkI)−1c|

m∏
`=1

cj(`)+1

(
c2j(`) + c2j(`)+1

)1/2
2pj(`)cj(`)

}−1

,

where, if m = 0, then J = ∅, “(i, j) /∈ J” means “1 ≤ i, j ≤ n”, and∏0
`=1(· · · ) = 1.

Theorem 4.1. (i) It holds that

detφa(x, t) = τ(x, t)etrζ(x,t)Zm(p, c),(37)

log
(
Ip,c,a(x, t)

)
= −1

2
log τ(x, t) +

1
2

log τ(0, t)− x

2

n∑
i=1

(pi + ηi).(38)

(ii) Let t = (t, 0, . . . ). We write t for t.
(a) Set

qp,c,a(x, t) = −4∂2
x log

(
Ip,c,a(x, t)

)
.

Then qp,c,a(x, t) solves the KdV equation (2).
(b) Both detφa(x, t) and

(
Ip,c,a(x, t)

)−2 solve the Hirota equation:

(39) (4DtDx −D4
x)u · u = 0,

where (Dx, Dt) denotes the Hirota derivatives with respect to the vari-
ables (x, t) ([14]).

While qp,c,a(x, t) is defined only on [0,∞)×R in our framework, by
virtue of (37), it extends to R×R so that the extension also solves the
KdV equation (2).

To prove Theorem 4.1, we first show a relation between φa(x, t) and
A(x, t).
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Lemma 4.1. It holds that

(40) detφa(y, t) = det(I +A(y, t))etrζ(y,t)Zm(p, c).

In particular, (37) holds and detφa(y, t) 6= 0, y ≥ 0.

Proof. For ε > 0, define pε = t(pε1, . . . , p
ε
n) ∈ Pn as in the proof of

Lemma 2.2. For sufficiently small ε, we see that pε satisfies the condition
(H)0. In the sequel, as in the proof of Lemma 2.2, we use the superscript
ε to indicate the dependence on pε; given a quantity f defined with p,
we write fε for the same quantity defined with pε instead of p. Then, in
repetition of the argument employed to prove Lemma 2.1, we can show
that

φεa(y, t) = −1
2
Uε(Rε)−1V ε(c)Bε{I +Aε(y, t)}(Bε)−1eζ

ε(y,t)XεC(c).

Applying Cauchy’s identity (27) to computing detXε and detUε, we
have

(41) detφεa(y, t) = det
(
I +Aε(y, t)

)
etrζε(y,t)Z0(pε, c).

As we have already seen in the proof of Lemma 2.2, as ε ↓ 0, ηεi → ηi
and mε

i → mi for i = 1, . . . , n. Moreover, taking the advantage of (30)
and (31), we can show that, as ε ↓ 0, Uε → U and Z0(pε, c)→ Zm(p, c).
Hence, letting ε ↓ 0 in (41), we obtain (40).

(37) is an immediate consequence of (34) and (40). The non-singula-
rity of φa(y, t) follows from that of I +A(y, t) and (40). Q.E.D.

Proof of Theorem 4.1. (i) We have already seen (37) in Lemma 4.1.
By the same lemma, φa(y, t) 6= 0, y ≥ 0. Applying Proposition 1.1 with
φa(y) = φa(y, t), we have

Ip,c,a(x, t) =
(
detφa(0, t)

)1/2(
extrD detφa(x, t)

)−1/2
.

By (37), it holds that

detφa(0, t)
(
detφa(x, t)

)−1 = τ(0, t)τ(x, t)−1 exp
[
trζ(0, t)− trζ(x, t)

]
.

Since ζ(0, t)− ζ(x, t) = −xR, we obtain (38).

(ii)(a) The assertion follows form (34) and (38).

(b) It is well known ([14]) that τ(x, t) solves the Hirota equation (39).
Since detφa(x, t) and

(
Ip,c,a(x, t)

)−2 are both of the form k(t)ecxτ(x, t)
with a constant c and a function k : R → R, they also obey the same
Hirota equation (39) that τ(x, t) does. Q.E.D.
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