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1 Introduction

In this note, we present a brief survey on the Arthur-Selberg trace formula. Interested
readers can consult more detailed expositions [1], [28], [29], and of course, the original
papers [2] to [13]. See also [20] for some important ideas and several appropriate arguments
in reduction theory. For the purpose of this introduction, it is sufficient to recall the
original Selberg trace formula and give some words about arithmetic backgrounds.

The Selberg trace formula was originally proved for a pair (G,I") of a semisimple Lie
group and a cocompact discrete subgroup in it [37], [38]. If we exclude some exceptional
cases, this is equivalent to the setting of anisotropic adéle groups.

Thus let F' be a number field and write A = A for its ring of adéles. | |4 denotes the
idéle norm on A* and set A! := Ker| |4. For a connected semisimple group G over F, its
group of adelic points G(A) is a locally compact topological group, in which the group
G(F) of F-rational points is a discrete subgroup. We assume that G is anisotropic over
F| that is, G(F’) contains only semisimple elements. Then G(F)\G(A) is compact by the
result of [18].

R denotes the right regular representation of G(A) on the space L*(G(F)\G(A)).
Write C2°(G(A)) for the space of functions with compact supports on G(A) which is
smooth in the archimedean components and locally constant in the non-archimedean
components. For f € C*°(G(A)), the operator

[R(f)o)(x) := ” fy)o(zy) dy = " fla™y)oly) dy
/G(F)\G(A E;(F fz™y)o(y) dy

is an integral operator with the kernel

= > [

YEG(F)

Since G(F)\G(A) is compact, this operator is of Hilbert-Schmidt class (i.e. K(z,x)
is square integrable on G(F')\G(A)). In particular one can show that the representation
R decomposes into a direct sum of irreducible representations where each irreducible
representation occurs with finite multiplicity:

R= & o™ (1.1)

rEI(G(A))

Here, II(G(A)) denotes the set of isomorphism classes of irreducible unitary representa-
tions of G(A) . Moreover an argument of Duflo-Labesse [21, 1.1.11] shows that R(f) is of



trace class. That is, it admits a trace given by the integral of K (x,y) on the diagonal:

trR(f) :/ K(z,z)dx = Z Z / Flz 6 o) de
G(F)\G(4) G(F)\G(4)

{1}eD(G) seGY(FI\G(F)
zenr AN -
= flz™ yx) dy dz
{W}EZD(G) [GY(F) : GL(F)] Ja,mncw) Ja, e, @)

= > W, /).

{71en (@)

Here O(G) is the set of (semisimple) conjugacy classes in G(F'), G7 := Cent(v, G) is the
centralizer of v in G, G, := Cent(y, G)° is its identity component, and

meas(G(F)\G,(A)) I — x vx) dz.
[GV(F): Gy (F)] ) /Gwm)\G(A) fle

This combined with (1.1) yields the Selberg trace formula:

Y. ety )= Y am)la(. f), (1.2)

{r}eo(@) meIl(G(4))

a%(v) =

where a%(7) := m(n) and Ig(n, f) := trr(f) is the distribution character of m. The left
and right sides are called the geometric and the spectral side, respectively.

The Selberg trace formula has many variations reflecting its applications to wide vari-
ety of fields in mathematics. But the Arthur-Selberg trace formula is the only extension
to the case when G has the F-rank greater than one. It is one of the important ingredients
of the Langlands program. Perhaps it will be helpful to explain the program briefly.

It is a program to understand the deep relationship between automorphic forms and
Galois representations and motives. Two main processes are

(1) To describe the automorphic representations of reductive groups by means of their
associated automorphic L-functions (or their Langlands parameters);

(2) To construct the correspondence between automorphic representations of arithmetic
type and f-adic representations of Galois groups of the field of definition of such
forms. This correspondence should be characterized by the equality between auto-
morphic and Artin L-functions.

Both of them are very hard but will provide a lot of fruitful arithmetic informations.

As for (1), the case of inner forms of GL(n) was successfully treated [25], [26], [35] and
[15]. The relevant L-functions are the Rankin product L-functions. Then one expects to
reduce the case of general reductive (or at least classical) groups to the GL(n) case. This
divides into two steps. First we relate the automorphic representations of a reductive
group G to those of its quasisplit inner form G*. This is suggested by the experience in
the GL(n) case [24], [15]. Then relate the automorphic representation of G* with those
of some GL(n). In [14, § 8] the detailed framework of the second part for classical G
are explained. We need to compare the trace formula for G with that of G* in the first

3



problem, while a twisted trace formula for GL(n) need to be compared with the ordinary
one for G* in the second.

The problem (2) contains so many aspects that we cannot explain them in any detail
here. But the starting point is to construct the Galois representations associated to
an arithmetic automorphic representations in the f-adic cohomology of certain Shimura
variety. Here the trace formula with special geometric test functions will be compared
with the Lefschetz-Verdier trace formula of the Shimura variety.

For these purposes, the trace formula must be of the arithmetic form, i.e. must be
stabilized. In fact, already in the spectral decomposition of the L2-automorphic spectrum,
the normalization of intertwining operators by L-functions and the precise analytic prop-
erties of those L-functions must be established. The analytic trace formula alone yields
little arithmetic information !

In this note, however, we deal only with the analytic aspects in the construction of the
Arthur-Selberg trace formula. Some parts of the stabilization process will be found in the
article of Hiraga in this volume. The contents of this note is as follows. We start with a
brief review of Langlands’ theory of spectral decomposition of the automorphic spectrum
by Eisenstein series § 2. In the higher rank case, the residual Eisenstein series appears
which makes the construction in what follows much more complicated. Anyway this allows
us to express the kernel of the right translation operator in two forms, one geometric and
the other spectral. § 3 explains the construction of [2] and [3]. We define the truncated
kernel and prove that its integral over the diagonal converges. We obtain the coarse trace
formula. § 4 is devoted to the fine D-expansion. We write the geometric terms in terms
of the unipotent terms of certain reductive subgroups of GG. Then they are expressed
by means of weighted orbital integrals. The spectral counter part, the fine X-expansion,
is explained in § 5. This is the heart of this note, because it is the most important
part in applications. We use the fact that the coarse X-expansion is a polynomial in the
truncation parameter T to deduce the precise expression of the X-expansion from the
asymptotic formula of the inner product of truncated Eisenstein series. Finally in § 6, we
illustrate the rough idea of Arthur’s construction of the invariant trace formula [11], [12].

Because of the lack of time and volume, many important ideas are overlooked. In
particular, we ignore many convergence/finiteness arguments, and also cannot refer to
the works of Osborne-Warner [34]. Instead we add some examples in the simplest case
G = GL(2) with some figures.

2 Spectral decomposition

We begin with some notation. For a finite set of places S of F', we write Ag := {(a,), €
Ala, =0, Vv ¢ S}. The infinite and finite components of A are denoted by A, and Ay,
respectively.

Let G be a connected reductive group over F. For brevity, we write G := G(A),
Gs := G(Ag), etc. Let Ag be the maximal F-split torus in the center Z(G) of G, while
the maximal R-vector subgroup in the center Z(Gy) of G is denoted by 2. Write ag
for its Lie algebra. We have a direct product decomposition G = G! x 2 such that

Ix(ag)|s = |x(a)|s, a€Ag, g€ G
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holds for any F-rational character of G. Set

TOj lo
Ho:G =G x Az 2 Ae 25 ag.

For a parabolic subgroup P = MU, we write F(M), P(M) and L(M) for the set of
parabolic subgroups containing M, the set of parabolic subgroups having M as a Levi
factor and the set of Levi subgroups containing M. We fix a minimal parabolic subgroup
Py = MyUy. F(FPy) and L(P,) denotes the set of parabolic subgroups containing B
and the set of Levi components of elements of F(F,) containing M (the set of standard
parabolic and Levi subgroups).

Fix a maximal compact subgroup K =[], K, of G such that the Iwasawa decompo-
sition G = PK holds for any P € F(My). Using this we extend the map Hy : M — ay,
to

Hp : G = UMK > umk — Hp(m) € ay.

W = WC denotes the (relative) Weyl group Norm(Ay, G)/My of Ay = Ay, in G,
where Norm(H, G) means the normalizer of a subgroup H in a group G. We identify W
with a fixed system of representatives in Norm(A,, G). W acts by conjugation on F (M)
and the associated objects. We write the action w : P — w(P) =P := wPw™" etc.

2.1 Siegel domains

Fixing an invariant measure on G and a Lebesgue measure on g, we can consider the
space

¢o:G—=C

measurable

L2(G(F)A\G) == {

(i) é(vag) = é(g), Ya € Ag, v € G(F) }
(ii) fG(F)mG\G [6(9)|* dg < +o0

as in the anisotropic case. Let C2°(G/2l¢) for the space of smooth functions on G which
are compactly supported modulo 2. Similar calculation as in the anisotropic case shows
that, the operator

[R(f)o)(x) := / St iy

on L*(G(F)As\G) is an integral operator with the kernel

K(z,y):= > fla"'w) (2.1)

YEG(F)

for f € CX(G/2g). Later we shall use the subspace H(G/%¢) of elements which are
K-finite on both sides in C°(G/2¢) as the space of test functions.

The spectral decomposition of the right regular representation R = Rg of G on
L*(G(F)s\G) is more complicated than in the anisotropic case, because G(F)s\G =
G(F)\G! is no longer compact. The form of the non-compactness is described as follows.



Since My is anisotropic modulo center by definition, we can choose a compact subset
wy of M} satisfying M} = My(F)w;. As Uy is a multiple extension of additive groups,
there exists a compact subset wy C Uy such that Uy = Up(F)ws. For T € ay, we set

Ao(T) :={aeAo|a(Hy(a) —T) > 0, Ya € A},

where we have abbreviated Ay, Hp, as Ay, Hy, respectively, and A is the set of simple
roots of Ay := Ay, in Fpy, considered as a subset of ag.

Proposition 2.1 ([23]). We can choose Ty € ag sufficiently negative so that
G = G(F)G(To), G(To) = Wlemo(To)K

Thus the non-compactness comes from that of 2,(75), a shifted positive cone.

2.2 Cusp forms

For an F-parabolic subgroup P = MU of G and a measurable function ¢ on U(F)\G,
we can define its constant term along P by

op(g) = / g S

The space of L%-cusp forms Li(G(F)A\G) consists of ¢ € L?*(G(F)As\G) such that

¢p vanishes almost everywhere for any P € F(Fp). Of course this is not the space of cusp
forms Ao (G(F)Ac\G) in the usual sense [33, Chapt. I], but Ay(G(F)2:\G) is a dense
subspace of L2(G(F)2s\G). The following lemma is fundamental in our estimation
arguments.

Lemma 2.2. Suppose ¢ : G(F)\G — C is slowly increasing and sufficiently smooth
relative to dim Uy. Then the alternating sum

colg) = Y (=1)"rgp(g)

P=MUEF(P)

is rapidly decreasing. Moreover ¢ extends to a projection on L*(G(F)Ac\G) whose re-
striction to L3(G(F)Ac\G) is the identity. Here af; := dimays/ag.

The proof is a simple extension of the argument showing that the classical holomorphic
cusp forms are rapidly decreasing. From this, we see that the kernel of the restriction
Ro(f) of R(f) to LA(G(F)A\G) is ¢,K(z,y) (¢, means the operator ¢ applied in y)
which is rapidly decreasing. Hence Ry(f) is of Hilbert-Schmidt class and Ry decomposes
discretely. Moreover each irreducible component has finite multiplicity:

L2( ( QLG\G @ 7.‘.@7’Vlcusp(7|'

Tell(G)



2.3 Decomposition by cuspidal data

A pair (M,p) of M € L(P) and an irreducible component p of LA(M(F)Ax\M) is
called a cuspidal pair for G. We write L3(M(F)2\M), for the p-isotypic subspace
in L3(M(F)2,\M) and Ao(M(F )% \M), for its intersection with Ag(M(F)Ar\M).
This is the underlying admissible (goo, Koo) X G-module of the unitary representation
LE(M(F)23/\M),. A G(F)-conjugacy class of cuspidal pairs is a cuspidal datum for G.
We write X(G) for the set of cuspidal data for G.

Fix a cuspidal pair (M, p) € X € X(G) and a finite set of K-types §. Write IB(SM,,)) for

the space of smooth functions ¢ : UM (F)U:\G — C such that
(1) M(F)2,,\M 3> m — a(mg) € C belongs to Ao(M(F)Ap\M), for any g € G;
(2) Ay /UAq > a — a(ag) € C is compactly supported for any g € G;

3) Ko>k+— a(gk) € C belongs to the linear span of the matrix coefficients of K-types
in § for any g € G.

Noting that 5 € IB(SM ») is rapidly decreasing, we deduce the following.

Lemma 2.3. (i) For ¢ € P(SM,p)’

Oo(g) = > d(19)

YEP(F)\G(F)

converges absolutely and belongs to L*(G(F)Ac\G).
(i) If we write L*(G(F)Ac\G)x for the closure of the span of Uz U pyex 1061¢ €

IB(SM p)}, then we have the orthogonal decomposition

L(GF)ANG) = @ L*(G(F)Ac\G)x.
Xex(@)

2.4 Cuspidal Eisenstein series
Next we set P(SMVP) for the space of functions ¢ : (a§,)5 x UM (F)/\G — C satisfying
(1) (a§)E 2 A= ¢(); g) € C is of Paley-Wiener type for any g € M'K;

(2) M(F)2,\M > m — ¢(A\;mk) € C belongs to Ag(M(F)Ap\M), for any A\ €
(af)z, b € K;

(3) K 3 k —— ¢(A\;mk) € C belongs to the linear span of the matrix coefficients of
K-types in § for any \ € (a§,)%, m € M.,



Obviously, any 5 € IB(SM ») is the Fourier transform

~

p(uamk) = /( . d(\; mk)a™ dX (2.2)

of some ¢ € P(SMVP). On the other hand, associated to each ¢ € P(SMVP) is a “Paley-Wiener
section”

(@55 2 A — [g— dalg) := ePTPPHrWlg(\; g)) € I8 (pa)

of the bundle of induced representations ZS(py) := indS[(e* ® p) ® 1y] — A.  Here
pp € a;, denotes the half of the sum of positive roots of Ay in P.
For ¢ € PfM ) the associated cuspidal Fisenstein series is defined by

Ep(z.0x) == > ¢a(0n). (2.3)
seP(F)\G(F)

P =MU, PP = M'U € F(F) are said to be associated if the set W(M, M) := {w €
W |w(M) = M'} is not empty. Obviously the Weyl group W™ of M acts on this set by
the right translation. A system of representatives of W™ -orbits in W (M, M’) is given by
Wy = {w € W(M, M) |w(PM) C By}. For w € Wy we define the intertwining
operator by the integral

M. pr)ola) = [ Or(w™ ) du - e~ O,
(U'nw(U))\U’

Using the theory of resolvent, Langlands established the following properties [31], [33,
Chapt. II, IV].

(1) Convergence. Ep(z,¢y) and M(w, py)¢ absolutely converge for Re(\) >> 0. At
such A\, Ep(z, ¢») defines and automorphic form on G(F)Ac\G, and ¢y — (M (w, pr)d)w(r)
defines an intertwining operator Z5(py) — ZS/(w(py)). Moreover the following
holds.

(i) Equivariance. Ep(x,Z5(px, f)ér) = R(f)Ep(x,$y) for any f € H(G/Ag).
(ii) Constant terms. The constant term of Ep(x,¢,) along Q = LV € F(F) is

given by
Ep(z.dx)o= . Ep(, (M (w, px)d)wx))-
weWi (L)
Here Wy (L) := UM/ELL(POL) Wy and PL denotes the unique element of

FE(BF) having M,, := w(M) as its Levi component.

(iii) Functional equations. Ep(z, (M (w,pr)¢)wr) = Ep(z, ¢y) for w € Wiy (G).
Also for w € Wiy pr, w' € Wapr ppn, we have M (w', w(py)) M (w, px)d = M (w'w, px)¢
at A where both operators converge absolutely.

(iv) Fourier transform. For Ay whose real part is sufficiently positive, we have

0s(uamk) = / Ep(umk, ¢»)a*" d.

>\o+i(aff)*



(2) Analytic continuation. Ep(z,¢y) and M(w, py)¢ extend meromorphically to the
whole (a$,)%. The properties (i) — (iv) of (1) still hold as equalities of meromorphic
functions.

(3) Singularities. The set of poles of Ep(x,¢y) (hence those of M (w, py)¢ by (1-ii)) is a
union of locally finite collection of affine hyperplanes whose vector parts are zeroes
of some coroots.

2.5 Residual Eisenstein series and the spectral decomposition

Essentially by the Perseval formula, we deduced from (ii), (iv) the L?-inner product
formula:

Oobde= | ST (Mg mdr (2.4

wEW]M,M/

Here (, )¢ denotes the hermitian inner product on L?(G(F)\G). That is, the inner
product between two 0,’s is the integral over the Pontrjagin dual of A§, of the Petersson
inner product of M (w, px)¢ and ¢'. Certain residue analysis transforms (2.4) into

o0y =r [ T (M )6 e
o)™ weWwy, yp

(2.5)
n Z / Z Resg (M (w, pr)¢, ¢') s dA.
S o(G)—l—’i(Cl%G)*

=7 denotes a certain equivalence relation, the sum on the right runs over a finite set
of intersections & of singular hyperplanes of Ep(z,¢)) and o(&) is a certain “origin” of
S. Ms € L(Mp) is such that i(af_)* equals the vector part of &. Resg means the
iterated residue along &. Noting that ZweWM .., Ress M (w, px)¢ belongs to the discrete
spectrum of L?(Mg(F)2y\Mg) and, at the same time, equals to the constant term of

certain residual Eisenstein series, we arrive at the following theorem [31, Chapt. 7], [33,
Chapt. 6]

Theorem 2.4. We call a pair (M, ) consisting of M € L(Py) and an irreducible sub-
representation © of L*(M(F)21,/\M) a discrete pair. A G(F)-conjugacy class [M, x| of
discrete pairs is a discrete datum. Write [P] for the associated class of P € F(R).

(1) For a discrete pair (M, ) and a finite set of K-types §, we define the space P(SMJ) in
the same manner as P(SMVP) with Ag(M(F)p\M), replaced by Ax(M(F)2Ap\M)r, the
intersection of the space of square-integrable automorphic forms As(M(F)Ap\M) with
the m-isotypic subspace L*(M(F)Ay\M),. Then the residual Eisenstein series Ep(z, ¢))
defined by (2.3) with ¢ € P(SMJ) satisfies the properties (1), (2) and (3) of 2.4 (But this
time, the formula (1-i1) holds only for Q@ D M.).

(2) Let Z[Mﬂr] for the Hilbert space of families of functions F' = {Fp'}prep) such that

i) Fpro:i(a$,)" — L2(U' M (F)y/\M') is a measurable function. Here (M’ ') €
Mo
M, .



(ZZ) Fp/(w()\)) = M(w,w,\)Fp()\), w € WM,M“

(#ii) The norm
1
17 =

’ ( ), HFP/()‘/>H?\/[/d)‘/

(M’ /) e[ M 7] (o))"
18 finite.

Then there exists a G-equivariant unitary injection Z[Mﬂr] — L}*(G(F)Ac\G), whose

restriction to the automorphic spectrum valued Paley-Wiener sections is given by

1
Fr— ) Ep/(x, Fpr(N)) dN.

(M/Jr/)E[MJr]’ u(G)| i(ag)”

If we write L*(G(F)Ac\G)n for the image of this map, we have the orthogonal decom-
position

L(G(F)A\G) = P L (G(F)Ac\G)pm.

(M, 7]

Note that the properties of residual Eisenstein series are deduced from their realization
as residues of cuspidal Eisenstein series. In particular, various growth properties of cuspi-
dal Eisenstein series are no longer assured for residual ones. This makes the construction
of the trace formula much harder in the case when the F-rank is more than one.

2.6 Spectral kernel

Th. 2.4 allows us to deduce the spectral expression of the kernel K (z,y) (2.1).
Choose a discrete datum [M, 7], a cuspidal datum X € X(G) and a finite set of K-types
§. Set

As(M(F)20\M)rz = A(M(F)2\M)- 0 @ L*(M(F)An\M)g,
XMex(M)nx

and write Aqo(M(F)2A M\M)SM for the subspace of functions which transform under ¥,
the set of irreducible components of the restrictions to KM := KNM of elements in §, un-
der KM . This is a finite dimensional subspace of L2(M (F)2A\M), so that we can choose a

ortho-normal basis B% » x of it satisfying DAL ax C B3 »x if§ C §'.Similarly we have an ortho-
normal basis B . of the induced space Ax(UM (F)Ay\G)? , = Indga Az (M (F )QIM\M)f;
Associated to each ¢ € Ay(UM (F)Ay\G)S x is the “constant section”

ox(uamk) == a7 p(mk)

of the bundle Z§(my) — A € (a§))%.
Now the space L*(G(F )ng\G)[gﬁ]’x for functions transforming according to § under K
in

LX(G(F)ANG) () N LA(G(F)A6\G)x
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is spanned by
Bp(x) = / Bz, F(\)») dA,
A(a]u)*

where F : i(a$,)* — Ay(UM(F)Ay\G)? x is a Paley-Wiener section. Using the expan-
sion F'(\) = Zwe%g (F(\)a, ©2)¢x, we have

R(f)®r /( (F(\s 02) En (2, 92) A\

w)” E%E x
/ R Ep (2, 03)(F (W), 02) A,
i(af)* @06%
for f € H(G/2g)S. Now recall the H(G/ng)—equivariance
R(f)Ep(x,02) = Ep(2,Z5(mx, f)pa)
and the following formula obtained by the Fourier inversion formula applied to 245,/ X
(afp)":
FOo) = ([ BP0 dn Brlon)e

i(af))*

We see that [R(f)®r|(x) equals to

/(G) Z Ep(x,Ig(m\,f)SO,\ﬂ/ Ep(F (1)) du, Ep(9)))a dX

ayr)” peBT i(afp)*
[ [ S e T8, en) Brli o) () dy.
G(F)AN\G Ji(a§))* pEBY
In other words, R(f) (f € H(G/s)%) restricted to LQ(G(F)ng\G)[SWLx has the kernel
KF) x(x,y) == / > Ep(x,ZE(my, )r) Er(y, 2) dA.

It was shown in [2] that

=2 ) W@

PeF(Py) mell(M!)

/( > Ep(z,Ig(mx, £)ea) Er(y, a) dA,

afr) 0€Br x

(2.6)

defined as a certain limit, exists. Here B, x := U B3 »x is empty if 7 does not appear

in the discrete spectrum of LA(M(F),/\M). Also the factor 1/|Wax(G)] is necessary
because we take the sum over all the standard parabolics, not over their associated classes.
We obtain the spectral kernel:

K(l‘,y): Z K%(xay) (27)

Xex(G)
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3 Convergence

3.1 Truncated kernel

One can easily see that the operator R(f) is no longer of trace class and

/ K(x,z)dx
G(F)AG\G

diverges. The first step towards the trace formula is to truncate the kernel so that its
integral over the diagonal converges. To see how this works, we need the following com-
binatorial functions.

We write Ay and Ay for the set of simple roots of Ay in Py and the set of corresponding
simple coroots, respectively. For P = MU € F(F), set Ap := {ala,, | @ € Ao\ A}'} and
AY = {(a")a | € A\ A}'}, where X, denotes the ay component of X = XM @ X, €
ap under the W-invariant decomposition ag = a)’ @ ay;. Using this, we define the positive

chamber
b ={X €ay|a(Xy)>0,Va € Ap},

whose characteristic function is denoted by 7p. Next let A p C (a]\G})* be the dual basis of
the basis AY, C a§;. Then the convex open cone

Tap = {X € ap| w(X) = @w(Xy) >0, Voo € Ap}

is spanned by A}, (Strictly speaking, this is the direct sum of ag with an open cone.).
Write 7p for the characteristic function of this cone.

Let O(G) be the set of semisimple classes in G(F'). For each o € O(G), we write
0 for the set of v € G(F') whose semisimple part v, under the Jordan decomposition
Y = YsVu = YuYs belongs to 0. We have

K(wy)= Y Kolz,y), Ko(z,y):= fla ")
0€D(G) YED
Next, for P = MU € F(P,) write
= Y Kpo(n,y), Kpolz,y)= Y / f(z™ yuy) du
U(F

0€D(G) ~yeP(F)Na

for the kernel of the right translation operator Rp(f) on L*(UM(F)Ac\G) defined
similarly as R(f). Choosing T' € ag, define the truncated kernel

Z kL (x, f),

0€D(G)
K )= Y (=0 > Kpo(0w,du)7p(Ho(d2) — T).
P=MU€eF(Py) SEP(F\G(F)
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Example 3.1. We present the explicit formulae in the case of G = GL(2) [22]. The
minimal parabolic subgroup will be denoted by B = TU. The kI (x, f) is given as follows.
(i) If o is elliptic, then

Z flz™tym). (3.1)
yEO
(i1) If 0 5 (“ 3) is hyperbolic regular, then

Z flz™tyr) — Z / flato! ( 5) wdx)7p(Ho(0x) — T') du

V€0 §eB(F)\G(F)

.S / flats! (5 &) )P (Ho(62) — T) du.

S€B(F)\G(F)

(3.2)

(1ii) If o = {( - 1}, ¢ € F*, then
St - Y / F(Cr 0 udn o (Ho(0) — Ty du.  (3.3)
~es SE€B(F)\G(F)

Note that this last term unifies the unipotent and identity terms.

Theorem 3.2 ([2] Th. 7.1). If we choose T € ay sufficiently positive with respect to
suppf, then

=S S W= e
0eD(G) G(F)Ac\G
converges absolutely.

Let us sketch the proof. In the higher rank case, the following combinatorial argument
is fundamental.

§ 2.1 combined with the Iwasawa decomposition yields G = P(F)&p(Ty), where
Sp(To) = wowr A" (To)AnK. If we write F5 (e, T) for the characteristic function of

Q(F){z € 6p(Ty) | w(Hy(x) — T) < 0, Yo € Ak}
and 350z, T') := Fj(x,T)75(Ho(x) — T'), then we have [2, Lem. 6.4]:

> > 350,T)=1. (3.4)

Q=LVEF(Py) 6€Q(F)\P(F)
QCP

Next we put 8¢ (z, T) := F§ (z, T)o5(Ho(z) — T), where o, is the characteristic function
of
(1) Oz(XL) > 0, Va € AQM,
X € aq (2) Od(XL) <0, Va € AQ \ AQM,
(3) w(X)>0,Vwe Ag.

13



Example 3.3. If G = SL(3), the chambers in agy are illustrated as

042:0

041:0

and 05 are the characteristic functions of the regions

P

/N

=~ _ G . =~ _— -G .
TP1_UP1' TPQ_O.PQ‘

N/

/N
VAN
VA

where P; = M;U; € F(Fy) are such that A v, = {as}, (i=1, 2).
0

As these illustrate, we have ) RSP 05 = TQM?p and hence

> RS, T) =35, T). (3.5)
ReF(Py)
RDP

14



Applying these combinatorial formulae to our integrand, we have

K (2, £) & > > (S Kpe(d, 62)35(0%, T)Fp(Ho(6z) — T)

QCPEeF(Ry) 6€Q(F)\G(F)

(3.5) Z Z R (6, T) Z (—1)% K po (62, 6z).

QCREF(Py) 6€Q(F)\G(F) PeF(Py)
QCPCR

Thus it suffices to prove the convergence of

/Q(F)et \G RG(@,T) Y (~1)WKp(a,)|do.
G

PeF(Py)
QCPCR

ﬁg(aj, T') cut off the domain of integration to a product of a compact set and a transported

positive cone in ay’*. But on such cone the alternating sum in the integrand is rapidly
decreasing by Lem. 2.2.

3.2 Truncation operator and the basic identity

Next we turn to the convergence of the spectral side [3]. Already it follows from Th. 3.2
that the integral of the total kernel

[ ¥ Hehda
GI)AG\G xex(q)
converges absolutely. Here we have written
Ki(r, f)= Y (=)%Y Kpx(du,dx)7p(Ho(dx) — T),
P=MUEF(P,) seP(F)\G(F)
where

Kpx(v,y) = Z Z

Q= LVE]-'(PO) reTl(LY)

/( Y ES(x,Thu(m Ner) BE (y, o) dA

" peB, X

is the kernel of Rp(f) restricted to L2(UM(F)c\G)x. Thus the problem is the com-
mutativity of the integration and the summation.
For T € ag, define the truncation operator AT on L*(G(F)2s\G) by

ATo) )= > (=D Y ¢p(6x)7p(Ho(dx) — T).
P=MU€eF(P) deP(F)\G(F)
As in the proof of Th. 3.2, we can rewrite this as
(Ao ) = Y Yoo RG@r,T) Y (=1)"ep(sa),
QCP1€.7:(PQ) 5€Q(F \G(F) P;QCPCPl

and obtain the following properties:

15



(1) AT is an orthogonal projection.
(2) AT6 = 6 for ¢ € L3(G(F)A\G).

(3) If ¢ is slowly increasing and sufficiently smooth relative to dim Uy, then AT¢ is
rapidly decreasing.

We have similar operators AT on L2(UM(F)c\G).

Example 3.4. Consider the simplest ezample, the GL(2) case. Note that if T is suffi-
ciently positive the sum on 0 contains only one term. (Recall the classical situation where
any element of SLy(7Z) which preserves the region

y=t

RN

N

with sufficiently large t is upper triangular.) Then AT is the operator which cuts off the
constant term in the neighborhood {x |Tp(Ho(z) —T) > 0} of cusps, the complement of a
compact set in the Siegel domain. The properties stated above are rather obvious in this
example.

A similar combinatorics as in the geometric side yield

HENENDY Y. ob(Ho(dw) = T)

QCREF(Ry) 6€Q(F)\G(F)
X Z )% ALQ Kpx(6z, 62).

PeF(Py)
QCPCR

Here Al means the truncation operator is applied in the second variable. This combined
with (3) above shows that the integration and the summation commute. Moreover the
alternating sum on the right gives

JE(f) = / Kl(e, f) de
G(F)A\G

= 1) AT r,x)dr
N /Q(F‘ZIG\G o(Ho(@) =T) Z (FU™ AT Kpalz,z)d (3.6)

QCRE.’F(P PEF(Py)

QCPCR
= / N Kx(z,x) dz.
G(F)A\G
That is, the term associated to (), R vanishes unless () = R = G.
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We now come to the coarse Arthur-Selberg trace formula
Yo=Y JK, (3.7)
0e0(Q) XeXx(G)

for sufficiently positive T' € ay.

4 The fine Y-expansion

Next we need to calculate each terms JI(f) and JE(f) in (3.7). Recall that, in the GL(2)
case [24], [22], certain part of the hyperbolic terms and Eisenstein terms cancel each other.
The resulting equality has a meaning when 7" — oo. Since such an explicit cancellation is
not available in the present case, taking the limit under 7" — oo is not allowed. Instead
we calculate the special value at “T" = 0.

4.1 JT(f) as a polynomial
For Q C P € F(F), consider the function

HXY) = Y (_1)CL%WQMI(X)?P1M(X—Y)
P ;QCP CP

on day X dg. Noting that the matrices ((—1)*7gm)g,p and ((—1)*27gu )g,p are inverse to
each other, one sees that this function expresses the variation of Tgum:

Ton(X —Y)= Y (1) 7 (X)IE (X, Y), (4.1)
Pl;QCP1CP
Some calculation shows that

IR = Y MG [ T

aG
PeF(Py) M

where fp is the descent

fp(m) ::m”P/K/Uf(k_lmuk)dudk

of f to M. Since the integral of I'G(H, X) in H is a polynomial function in X, the same
is true for JI(f) [4, Prop. 2.3].

Recall that the distributions in (3.7) depend on the choice of the set of representatives
W € Norm(Ap, G), which can be chosen in G(F) N K if G is split. In general W C
KM, N G(F) and, for a € Ay, the representative w,, of the reflection r, attached to «
satisfies Ho((w,,)™!) = hoa for some h, € R. We define the (analytic) origin 71 € ag by

Here {w)}aen, is the basis of a§ dual to Ay € (a§)*. We define J,(f) = JI(f),

17



Example 4.1. Let us compare this to the classical GL(2) case. The distributions JI'(f)
are calculated as follows [22].
(1) If o is elliptic, we have

JI(f) = meas(G, (F)Ac\G,) /G < fz™ ' ye) do (4.2)

as in the anisotropic case. Note that we have G¥ = G., in the special case of GL(2).

(2) If 0 is the hyperbolic reqular class of (“ ), (3.2) equals the sum over § € B(F)\G(F)
and w € W of

1 o o)
— f(Ad(wvioz)™ ( )) — [ f(Ad(wudz)™ ( )) dutg(Ho(dzx) —T).
2 VE;(F) s /U s ’

One sees that JI'(f) equals

Z/B l 3 f(Ad(wra)! (O‘ ﬁ))

weW (£) Q[G\G veU(F)

- /U f(Ad(wuzx)™ (
it

weW

> /T (w™a™ (& 5) rw) (5 —7p(Ho(v) = T)) dx

weWw (F) Q[G\G

Q

5)) dutp(Hy(z) — T) da

)) (% — #a(Ho(x) - T)) dude

=)

DN | =

_ /T G (04 B) ©) (1 - 75(Ho(z) — T) — 7p(Ho(wz) — T)) da

using the Iwasawa decomposition,

—meas(T(F)2A\T") /K /U Fltu! (O‘ B) uk)

/ 1~ Fn(Hofa) ~ T) — 7(Ho(wau) — T) da dud.

Noting Hyo(wau) = w(Hy(a)) + Ho(wu), the inner integral becomes

/‘“(T)av/2 JH = a(2T — Hyp(wu))

a(Ho(wu)-T)aV /2 \/5

Here o denotes the unique positive root of T in G. We obtain

J2(f) = —meas(T(F)AAT) / / -1 —1( B) uk)%\guk))dudk (4.3)
+ﬂoa<T>meas<T<F>mG\T1>7p((O‘ 5) (4.4

18



(3) The case of central o is easily reduced to the case o = {1}. Ifo = {1}, 0 =
[Lsenirnam AAWO)TTU(F) allows us to write (3.3) as

fm+ Y ( S fao T ver) - /U f(x_lé_luéx)du?B(Ho(éx)—T)).

SEB(F)\G(F) veU(F)\{1}
Thus, by the Iwasawa decomposition, J{Tl}(f) equals the sum of
meas(G(F)UAz\G) f(1) (4.5)

and

/T(F),‘ZLG\T

where

ft twt) — / Ft ™ ut) dutp(Ho(t) — T) | t72P5 dt, (4.6)
veU(F)\{1} v

f(x) ::/Kf(k_lxk) dk.

Fiz a non-trivial character 1 of F\A. Write u for the Lie algebra of U and u" be its dual.
Then the Poisson summation formula for the Fourier transformation

(Ad(£)F o exp)(XY) == / |, (MO e X)X, X)) dx = 2 (F o exp) (a(t) X V)

implies that (4.6) equals

—

V2. meas(F\A') / Z (foexp)(zé)|z|t — (fo exp)(0)Tso(r (log |z|4) da™

FXAR ceu(F)\ {0}

=2 meas(FX\Al) Z (? o exp)(x_lf)]x]gl dr*
</F A< geu(m)\ {0}

—

s [ Y Foen)ee) = Fali! = (7o exp)O)rar log el do*

\A>1 &VeuV(F)

:\/imeas(FX\Al)</ Z (f o exp)(x€)|x|s dz™

FX\A>1 ceu(F)\ {0}

n / S (Foexp)(ee) - Tl do*
XNz eveuv(p)\ {0}

—

+ (f o exp)(0) / 1 — 7oo(r)(log |x]a) dxx).
FX\Azl
Here 15 4 is the characteristic function of Rs 4. Consider the integral
2(7.9)= [ (Foew)a)lelz dr
AX
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This converges absolutely for Re(s) > 1 and extends to a meromorphic function in s.
It turns out that the sum of the first two integrals in the above equals the regular part
reg,_, Z(f,s) of this “zeta function” at s = 1, while the last equals meas(F*\A')a(T).

Noting that (f o exp)(0) = fp(1), we conclude that
J{Tl}(f) = meas(G(F)A\G) f(1) + meas(Z(F)A\Z)reg,_, Z(f,s) (4.7)
+V2a(T)meas(T (F)ANTY) fp(1). (4.8)

We choose Th = 0. Then taking the special value at Ty is equivalent to throw away the
sum of (4.4) and (4.8):

> VaaDmens(r(ERATTA(" )

a,BeEF*

This is precisely the term which cancels the analogous term in the spectral side [22, p. 289].
Thus we can say that the present construction is a generalization of the GL(2) case. Note
also that this term can be viewed as the geometric side of the “trace formula” for the Levi
subgroup T applied to fp.

4.2 Reduction by the Jordan decomposition

Calculate the geometric terms. Our goal is to express J,(f) as a sum of terms, each of
which is a product of a global constant and an Euler product of local distributions.
First we replace k! (z, f) with

)= > (D)% > jpe(0w)Fp(Ho(6z) — T),

PeF(Py) S P(F)\G(F)
Jpe(x) = Z Z o(z~ v yuve) du.
~EM(F)NG veUs (F\U(F) ¥ U
We have
Kpo(z,x) :/ Jpo(ux)du
U\

=[S
G(F)A\G

Take a representative o € o which is elliptic in some P, = MU, € F(FP), that is,
o € M;(F) but it is not contained in any proper parabolic subgroup of M;. Then P, , is a
minimal parabolic subgroup of G,. Each € 0 is conjugate to some element of clde, (F),
where Ug, is the unipotent variety of G, the connected centralizer of o. Thus writing
1%(0) = [G°(F) : G, (F)], we have

Joo(x) =%(@) Y

’wEW]ul (L,Go—)

Z Z /—1(V)mc; [z tn " (ovv)T) do.

Te(YGoNQ)(F\Q(F) vew™ (L) (F)NUg, (F)

and hence
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Here

o (i) wl(a)>0,Ya € Aupr,
Wan: o) = {w e Wby | 050§ SEE 0

E P being the set of positive roots of P. If we write R for the standard parabolic subgroup
'QN G, of G, and F(My)g := {P € F(M,)| P, = R}, the above gives

nn=cer [ DD

o(F)Ac\Go ReF(p, ,) 6€R(F)\Go(F)

Z fly et tovuday) dv (4.9)
VEU]MR(F Ur

> (1) Fp(Ho(0y) — wp (T — Ty) — Ti) da dy.
PEF(M)r

wp € W is such that “? P € F(F). R = MgUpg denotes the standard Levi decomposition
of R. We shall write this in terms of the unipotent terms J" {1} T of the trace formula for
the Levi subgroups of G,.

As in the case of GG, we have the origin T} , € ay; for G,. We write T, for the image
of T'—T1 4+ T, in ay, and set

Yp (,y) == —Hp(kp, (x)y) + wp' (T = Th) = To + T1, P € F(M)r.
Then the family Vi (z,y) := {YZ (z,y) | P € F(Mi)r} is compatible in the sense of [9,
§ 4]. Generalizing (4.1), we see that the last line in (4.9) can be written as

S () VR (Hp(0w) — T,)TS (Hs(52) — Ty, V5 (52, 9),

SeFCo(Mi,p)
SOR
where
CIGA
PHX,Vr) = Y 1pus(X) | D (—1)ER(X — V)
SeFCo (M) QEF(M1)s
SOR

This combined with the Iwasawa decomposition yields

J?(f)zﬁ(a)‘l/ / / et cbgaky)dadk)dy, (4.10)
G,\G K, JAS

L o (m)=mrs [ f(y~ ok muky) dul'§(Hs(a) — Ty, VI (k,y)).
Us

Se]—'Ga(P
with

Finally if we specialize this to T =T, T (X, Vg (k,y)) reduces to TG (X, —Hq(ky) +
T, — Ty ,) for any Q € F(M)s. Applying this to the integral over a in (4.10), we obtain

Jo(f) = (o) /G BRD SRR (LR L

SE]“GU(PLO-)

:LG(O-)_I/ < Z ’WMR’JMR(® B )) dy
G ) ot (Pranon) )y

RE]“GU(ML )

(4.11)

21



where
Boyar(m) = mes [ [ ok k) (k. T) du d
s JUg

vg/(ky,T) = Z /G FS(X, —HQ(ky) +T) dX.

QeF(Mi)s

4.3 Weighted orbital integrals

Our goal here is to express (4.11) as a linear combination of weighted orbital integrals.
We must first recall the notion of (G, M )-family.
For Q C P € F(M,), we define two denominator functions

P 1 v
bo(A) = meas(ap’ /Z[Af]) H (V)

(XEAQA{

BE(N) = L I =0

meas(a%/Z[AZ?M])

WVEAéM
Here AYJ denotes the basis of af; dual to Ap C (a$;)*. These functions first appeared in
the Fourier transform of I'§(X,Y) in X [4, Lem. 2.2]:
(Anm,Y)
[ T ety - 3 (gt
af PoQ HQ()‘>0P()\)

but its real nature is to produce certain “difference”

/ M Cp ()‘)
cH(A) = - 4.12
0= 3 s (112)

of a smooth function cp(X) on iay,, Q@ O P. Here cp, (\) := cp(An), Amy, being the iaj,
component of A under ia}, = i(ay;)* i}, .

Example 4.2. In the case of GL(2), we have

! = V2 c —c = V2 c —c
CB()‘>_ON()\>(B()‘> c(N) = v()\)(B()‘> B(Ac))-

Since /2 is the length of o, this is literally the difference of cg(N) around .

A family {cp(A)}pep(nr) of smooth functions on ia}, is a (G, M)-family if cp(A) =
cp(A) for any P, P’ € P(M) whose associated chambers share a wall and X in that
wall. For a (G, M)-family {cp(\)}pep(ar), the function (4.12) is well-defined because it is
independent of the choice of P € P (M).
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Lemma 4.3 ([4] Lem. 6.1, 6.2, 6.3). Let {cp(A\)}pepr) be a (G, M)-family.
(1) (M) extends to a smooth function on iaj .

(2) The function
P(A
C?/[()‘) = E ;Q( )

extends to a smooth function on iaj,.
(3) If {dp(N)}pary is another (G, M)-family, (cd)p(X) = cp(N)dp(X) form a (G, M)-
family and we have

(cd)ur(N) = D G Ndg(N).

QEF (M)

An example of (G, L)-family is the family {vg(\, z) := e MHe@D} o 5 1) for x € G. If
P = MU € F(L), then we have the bijection

PP(L)32Q— QM :=Qn M e PM(L).

Thus, from a (G, L)-family {co(A)}gepr), one deduces a (M, L)-family {com()) :=
cqQ(N) Yomepm (). Applying this to {vg(A, ) }gep(r), we have the smooth function

vE(\ x) 1= Z vo(A 2)

P
QMepM (L) HQ ()

by Lem. 4.3 (2). This depends on P € P(M) (as the notation suggests) because the
function Hg depends not only Q@ but also Q. Set v (x) := limy_o vl (A, z).

Let S be a finite set of places of F'. We now define the weighted orbital integral
Iy (7, f) for M € L(My) and v € Mg. Write 7, = 7y 57V for the Jordan decomposition
of v,. f G,,, C M,,, at any v € S, we define

D) =1DPQIE [ o) duds
Ms\Gs JoMs ()
SO [ e(e) do
Gsy\Gs

Here D%(y) = (D(70))ves is given by D(y) = det(1 — Ad(y0,:)|8(F) /8y, .(F2)), 8,
being the fixed part of Ad(v,,) in g, the Lie algebra of G @ F,. Also oMs () is the M-
orbit of 7. The convergence of Jy (7, f) is assured by [10, Lem. 2.1] and the Deligne-Rao
theorem [36]. In the general case, we define

Ju(7y, f) = lim (v a)Ji(ay, f). (4.13)

a—)l

LeL(M)
Here 7L (y,a) = r%(v,a) (Q € P(L)) is constructed from the (G, M)-family

rp(\ 7y, a) = H H 0 — a B[pBrwAEN2 P e P (M)

™
vES ,@EZP%’S
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by the process explained above. The non-negative integers p(3, u) are defined in [10, § 3],
and the existence of the limit in (4.13) is assured by [10, Th.5.2]. In this case the resulting
function is independent of ) € P(L) [10, Lem. 5.1]. Note that, if M = G this reduces to
the ordinary orbital integral

Jo(v. f) = DS ()| /G LS

We need the following descent formula for weighted orbital integrals.
Lemma 4.4 ([10] Cor. 8.7). Suppose that v € Gg satisfies
(1) (Yo,s)ves € G(F);
(ii) ant,, = anr (s is elliptic in M(F')).

Then we have

Ty, f) = D€ ()| / S T (@) | dy,

Gs5\Gs \ peFtoe (ar,,)
where

Qpyr(m) :=m't / / oy sk muky)vl(ky, T) du dk
K+,,5s YUgs

is the local analogue of ®p 1 in (4.11). In particular the right hand side does not depend
onT.

We now go back to the calculation of (4.11). Take a finite set S of places of F'
sufficiently large with respect to G and f so that

G -1 ’WMR’ Mp

‘]U(f> =1 (0> Z ’WG"’ J{l} (CDR’val—Tm;) dy (4‘14)
G,,5\Gs ReFGo (M;.,)

We have following formulae on the variation of Jg(f) and Ja (7, f) under conjugations:

W

Jy(Adig™HH) = Y WJ{%}(?Q,g),
QeF(Mpy)
Iu(Ad(g™) ) = Y Th(n Fay).

QeF(Mo)

where
7@,;;(5) prQ/K /V f(k_lﬁvk)u’Q(k,y) dv dk

ug(k,y) = / . I'G(X, —Ho(ky)) dX.

ar
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From this Arthur deduced [8, Cor. 8.3] that there exists a family of complex numbers
{a®(S,u)| L € L(My), u € Ur(F)} such that

w

=¥ % s
LeL(Mo) uely(F)/Ad(Ls)

Using this (4.14) becomes

Ju(f) :LG(0'>_1/ Z Z ”VII/I//GU”

Gos\Gs [erGo(My ) REFGo(L)

x Z @ (57 U)Ji\/[ (u7 ®R1y7T1—T1,a> dy
ueldy, (F)/Ad(Lg)

writing L (M) := {M € L(M) |ay = an, },

_ G( )—1 Z ’WMU’ Z
=L \O ’WGO' ’
MeLO (M) u€Uny, (F)/Ad(M,,s)

MWD [ S Ry dy

a,S\GS ReFGo (Mo')

Going back from G, to G by Lem. 4.4, we obtain

_ G- [W e ] M,

L(f) =%)"Y e > a7 (S, u) Iy (ou, f). (4.15)
MeLd(My) u€lpr, (F)/Ad(M,,5)

4.4 The fine D-expansion

Our final step is to get rid of o from (4.15). We say that v, v/ € M(F) is (M, S)-equivalent
(notated as e ') if there exists 6 € M(F') such that

e 7 =07v,0"" and

e ~/ and 67,0 are conjugate in Mg.

We write (M(F) N o)y s for the (finite) set of (M, .S)-equivalence classes in M (F') N o.
Noting that o € M(F) is elliptic if and only if M € L(M;), we set

TS (s,

M
M () u€lyr,, (F)/Ad(Ms,)

sU ~
T ars) !

M

M(Sa 7) =

where
M) 1 ifois e'lliptic in M(F),
0 otherwise.
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This allows us to write

s = S DIWLW 2L 10) s~ () (e )

M| . Gs| . ,G
wezony W WH-WE-8(0) s

Vs=0

> X W (5,7)Ju (7, f)

MeL(My) o €O(M) ’YE(M( )N0) a5
Ad(G(F))U]u 0 s=0

= > % Yo d(S)Iu k).

MeL(My) yE(M (F)No)r,s

Theorem 4.5 ([9] Th.9.2). For each compact neighborhood 2 C Ac\G of 1, there ex-
ists a finite set of places Sq such that we have

= Bl S s g)

MeL(My) ’ ’ YEM(F)m,s
for S D Sq and f € CX(G/Uq) supported on €.

We must remark that a* (S, y) are constants which are not well-understood. The only
information for these is the following theorem.

Theorem 4.6 ([9] Th. 8.2). For a semisimple v € G(F) and sufficiently large S, we

have
meas(G,(F)Ac\G,)

a®(S,7) = 1 ()
0 otherwise.

if v s elliptic in G(F),

5 Fine y-expansion

Next we calculate the spectral terms. Let us recall the definition of J£(f). We have the
induced space Ay(UM (F)%y/\G)rx § 2.6. Define the linear transformation Qf (P, \)
on this space by

/ / (T (P, \)6)(mk) Fm) dm dk = / AT Ep(, o) N Ep(z, 8 da
M(F)2Ap\M G(F)A\G
for any ¢, ¢ € A2(UM(F)Ap\G)rx. From (2.6), we know that

N Kx(z,y) =N Ex(z,y)= Y Y

PeF(Py) mell(M1)

/ Z N Ep(x,ZS (7, f)ox)ATEp(y, ©») dA.
i(agy

G %
v ) ‘:96%7\',%
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Replacing this in (3.6), we have

-r 3

PEF(Py) meri(mt) Y ie5)”

(P VI ) AN (51

where Zf ¢ (7)) denotes the representation of G on Ay (UM (F)%y\G)rx. We would like
to obtain a more explicit expression for this.

5.1 An application of the Paley-Wiener theorem
We put

TN 0,0 = Y > > meas(af/Z[AY)

Q=LVEF(Py) weWnr, weWyy
(M (w, ), M (w', ), )¢ )el )~ OO
[Loea, (W(A) —w'(XN))(a¥) ’

for ¢ € AQ(UM(F)Q[M\G)mx, ¢ € AQ(U’M’(F)Q[M/\G)W/@, A € iay,, DS 1ay. Ex-
tending the GL(2) case, Langlands proved that if ¢ and ¢ belong to the space of (induced
from) cusp forms, the L*-inner product of truncated Eisenstein series (AT Ep(¢py), AT Ep/(d)/))
is given by wT' (A, N, ¢, @) [30, § 9]. For general ¢, ¢’ we have the following weaker result.

Proposition 5.1 ([5] Th. 9.1). There ezist € > 0 and a locally bounded function p(A, ')
on iy, X iy, such that

(AT Ep(62), AT Ep () = w" (A X, 6,6)) < p(A, Nl ]l - |/l

Here the norms on the right are given by

ol o= [ Jo(mk)dm
K JM(F)Ay\M

Example 5.2. In the GL(2) case, we write x, X' for 7 and ©’ € TI(T'). Then we have
(NTEg(¢r), AT Ep(d))) = (E(¢2), AT Es(¢)))
= [ Bale,on) (@) - Bale 0yl Hole) ~ ) do
B(F)A\G

= [ Eale,on)n(@0) - Bl o)yl to(e) - 7)) do
UT(F)A\G
using § 2.4 (1-ii),

:/ (éa(x) + M(w, x2)oa(x))
UT(F)Ac\G

X (@ (2)(1 = Tp(Ho(x) = T)) = M(w, X )¢y (2)7p(Ho(x) = T)) dz.
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Using the Twasawa decomposition this becomes, for Rea”(\') > £Rea” (N),

o) ptaY (X)) 2 taV (w(n)+X)/2 4
| o T (M(w, x2)6, e %

h v X v G dt
_ / | (¢, M (w, X/)\/>¢/>€ta A+w(N))/2 | (M (w, x»)$, M (w, X/X)¢/>€ta (wA+X))/2 7
a(T

V2 N(T) V/2ewN+X)(T)
= / M !
Ozv()\—i-xl) <¢7¢>+&v(w()\>+x/>< (waXX)¢7¢>

V2 A+ ())(T) V2ewOHN)(T)
M(w, X\)¢') + —————=—(M(w, x»)¢, M (w, X\)¢').
g wny) O e M)

If we restrict the last formula to (\, N') € ia xia%, we obtain wT (N, N, ¢,¢'). In the higher
rank cases, m can be in the residual spectrum, an irreducible quotient of an induced from
cuspidal representation. Since it throw away some submodules which might contribute to
the inner product formula, we can control the inner product only asymptotically.

We would like to replace w? (A, X, ¢, ¢') for the inner product of truncated Eisenstein
series in (5.1). But this is not allowed because the domain of the integral is not compact.
We bypass this difficulty in the following way.

Fix an R-minimal parabolic subgroup P, = M, Uy of G, which is contained in
the global minimal parabolic subgroup Pg .. Write ay for the Lie algebra of the R-
split component A, of Z(My). Choose a Cartan subalgebra hk_ in the Lie algebra of
Ko N My and set h := ihk, @ 6o, a Cartan subalgebra of g.,. Write W (hc) for the
Weyl group of he in goo (C) and let £(h)V ) be the space of W (he)-invariant compactly
supported distributions on f. The following is a corollary of the Paley-Wiener theorem
for real reductive groups.

Proposition 5.3 (Multiplier theorem, [7] Th. 4.2). For v € £(6)V®) and £, €
H(Gw), we can find foo , € H(Goo) such that

Ww(foom) = V(X ) Too(foo);  VToo € T(Gog).

Here 7 denotes the Fourier transform of v and x~. € b& is a representative of the in-
finitesimal character of Teo.

Write < for the kernel of h &5 G He ac. Applying this proposition to the infinite
component of f € H(G/Uq), we have:

Corollary 5.4. For v € E(h)YWOS)  we have a linear map f +— f, on H(G/g) such
that
m(fy) = A (Xm)7(f),  ¥m € TI(G).

We use the abbreviation

\Ijgﬂr()\? f) = tr(Qz,X(p7 )\>ng (7T>\7 f))

[P(M)]
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There exists Cy > 0 such that if a(T") > Cy, Ya € Ay we have

A= 3 / UL (A f)dA

PEF(Py) meri(mt) Y a5

SID D DI B (NP VZHEWOIE

PEF(Py) meri(vt) Y ie5)"

- ¥ /.

PeF(Py) mem(n) Vi)

/ S S GL(X, y(X)e= X gx,

PeF(Py) mell(M!)

\Ifgm()\, f) /hc ﬂy(X)e(Xmo—i—)\)(X) dX d\

where
vhh = [ e e
i(af))*
In particular, if we write vy = |[W(hc)|™* > wew(he) Ow-1(mr) (average of Dirac distribu-
tions), then for 7" with «(T") > Cy, Va € A we have

() = o b@ Do X Rkl ), =T (5.2)

weW (he) PEF(Py) well(M?)

Let p” (H) be the right hand side. This is a polynomial in 7" and is smooth in H. We can
recover Jy (f) as pT(0) =“6o(p")”.

The last expression is incorrect because the right hand side of (5.2) has non zero real
exponent, i.e. is not tempered. Instead, we look at the coefficient

1 — m wo
R TP VIED DI MU CIF Es
EI PeF(Ry) (w.m)ew (be) xII(MY)
w(ReXﬂ’oo):A

of each real exponent A of p? (H): p'(H) = >, v¥(H)e*)| the sum is finite. We can
asymptotically approximate these by polynomial functions:

Lemma 5.5 ([6] I, Prop. 5.1). There exists a unique (finite) family {pi (H)} of poly-
nomials in T" which satisfies the following conditions for some C, € > 0. For any differ-
ential operator D on b, we can find cp > 0 such that

(1) (D (H) — pL(H))| < epexp(—eintoes, a(T))(1+ [TI)%, for H € 6¢ and suffi-
ciently positive T,

(2) |DpY(H)| < cp(1+ ||H|)% (1 + ||T|)%, for H € b and T € ao.
Here dy is the mazimum of the degrees of pi.

By construction, these pi (H) are tempered and we can consider
o) = [ s an, 5esae)
b
a polynomial in 7. Moreover we have
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(1) For B € S(hY) satisfying

f(H)dH =1,
hG

we have lim,_o pL(8.) = pL(0) where 8.(H) := e~ 9m° 3(e~1 H).
(2) For B € S(hY), we have
L (H)B(H) dH — p(5) — 0
b
as a(T) — oo for any a € A,.
Now we are ready to calculate J%(f). Take B € C>(i(h%)*) and write By for the
restriction of this to i(a$,)* C i(h%)*. There is a 8 € S(h”) such that

BO) = [ st a

If we put PT(B) := >, pi(f), then the theory of Fourier transformation and the above
(1), (2) imply:
(1) If B(0) =1 we have lim._o PT(B.) = J§(f), where B.(\) := B(e)).
(2) PT(B) is the unique polynomial in T such that
> Y [ B - PB)
PEF(Py) memi(Mt) ¥ ie5))"
goes to zero as «(T') tends to infinity for any a € A,.

Consider the linear transformation
(W' () =w(N)(T)

Aprx(WN) = Y Y V) —ry M m) MW, m)

QE]‘—(PQ) w, w EW]ML

on Ay(UM(F)2Ap\G)rx. Since the global intertwining operators are unitary on the
imaginary axis, we have

(M(w', N)¢/, M (w, \)g)el®' X =wM)(T)
QeF(Py) w,weWp 1,
= W' (N, A, ¢, 9).

It is shown that w? (N, \, ¢, ¢) is holomorphic on i(a§;)* x i(a$;)* [5, Cor .9.2], and we
can define wi (P, \) := Aprx(\ A) for X € i(a§;)*. Since By are compactly supported,
we can apply Prop. 5.1 to see that P7(B) is the unique polynomial in 7" such that

Yo > B trfwz (P NIEx (ma, £)]Bur(A) dA = PT(B)

e
PeF(Py) mell(M?) i(xy)”

goes to zero as «(T') tends to infinity for any a € A,.
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5.2 Logarithmic derivatives

Yet we need to give an explicit expression for wgm(P, A). We first look at the simplest
case.

Example 5.6. Suppose G = GL(2). In the notation of Ex. 5.2, we have

2¢(N=N(T) 2e(WN)=A)(T)
Apr(nX) = Y Y2
av(N =) av(w(N) =N
2N —w(N)(T) S pw(N-A)(T)
Y M) + 2
a’(N = w(})) a’(w(\ =)
V2

M(w7 XX)

M (w, x») "M (w, xx)

Ta'(V =\
+ L( (W)= pr( ) — N =N@T) N (1 x0) " Mg (w ))
av(w()\’) _ )\) € W, XA B|B » XA B|B y X))

where we have written Mg (1, x») == w o M(w, x») and Mg g(w,x») := w. This illus-
trates how Ap . x(A, \') becomes holomorphic on A = X'. Moreover, writing N = A +ta/2,
the first row in the right hand side restricts to A\ = X as

V2 _ -
lim — [ea(T)tﬂ —e C“(T)'5/2]\/[§|B(1,X,\) 1M§|B(17X>\+ta/2>i|

t—0
. V2 a _
= 11_{% T [1 —€ (T)tM§|B(17 X>\> 1M§|B(17 X>\+ta/2)i| )

which gives rise to the logarithmic derivative term in the trace formula of GL(2).

To produce the higher dimensional analogue of the logarithmic derivative, we use two
kinds of (G, M)-families. We need the following recapitulation of intertwining operators.
Take M, M' € L(M,). For P € P(M), P' € P(M') and w € Wy, we define

[Mprp(w, m\)¢)(z) = / P(w ™ uz)eMop e tun)) gy o=@ top), Hpr (@)
(Unw U\

a linear operator Ay(UM (F)%Ay\G)rx — A(UM'(F)Api\G)y(x),x. One can easily
show that
Vo MP/|P(/LU, 7-‘-)\) — €_<(w(>\)+pP/)7T1—’U_1(T1)>M’U(P/)|P(/Uw’ 7'(')\)
Mpip(w,my) ov™ " = e<’\+pP’T1_”_1(T1)>Mp/|v(p) (wo™t, v(my)).

If we choose Pp, P/ € F(Py) and vy, v} € W such that P = "' P, P’ = “1 P/, we may write
w = viwyv; ' for some w; € Wi, amg- Then the above formulae imply that

Mep(, m) (5.3)

(wivy {N) Fppr Ti=v8 T T) (0T (A pp Ti—0T  (T1)), -1 —1
_ Jlun P! 1 e~ (i N+pp Ti—vy (1)>U1OMP{|P1(UJ17@1 (A) o vt
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This relation allows us to translate the basic properties of M (w, 7)) to those of Mp/|p(w, 7)).
In particular the latter operator absolutely converges if the real part of A belongs to a
cone, and extends meromorphically to aj, . This defines an intertwining operator at A
where it is holomorphic. Finally this fits into the functional equations:

Ep(z, Mpyp(w,m2)0x) = Ep(z, d2), :
Mp//|p/(w/,w(ﬂk))Mpqp(w,7T>\) = Mp//|p(w/w,7T>\), P” € P(M”), w’ € WM/,M”- (55)
These results allow us to write Ap, x(A, \') as
(W (\)=w(X)(T)

Apzx(AX) Z Z ggl (W' (N) — w(}\)>MP1|P(w77T>\>_1MP1|P(U/77T3\>

P1DPy w,w'eWy My

o (w(N)=N)(T)

= Mp1|P(/U,7T)\>_1MP1|P(/UUJ,7T)\)
P;DO vEW%Ml egl (v(w()\’) N )\>>
WEW]M,M

using (5.5)

W) =A)(T) o (w(N)=N)(Ti—v~ (1)

> 051 (pyy (w(V) = )

PiDPy veWn ay
weWpr v

X Mv—1(p1)|p(1, 7T)\>_1Mv—1(p1)|p(w, 7T3\)

putting Q := v~ (P) € P(M)

=2 2 3

QEeP(M) weWpr ar

e<w(A ~\Yo (1))

)\) MQ|P(17 7T>\)_1MQ|P(w7 73\)

Here we have written Yo(T) := Ty + v YT — T3) for Q = v 1(P), v € Wy, To
calculate tr[w! (P, \)Zfx (7, f)], which equals the restriction of

2. 2

weWn v QEP(M)

e(w(A N (Yo (T)

X) = A)

tr(Mgip (1, m0) ™ Mayp(w, mx) I (ma, f)) (5.6)

to A = X\, we note that
c(T, A) := e g (A) := tr(Mgp(1, 7)™ Mgp(w, maa)Thx(Ta, f))

form (G, M)-families. Then we know from Lem. 4.3 that (5.6) is smooth at any (A, \')
and

ol (P AIEx(m, = > Y e = Ndp, (AL, w(A) = A).

’wEW]u M P E]‘—(M
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Here L,, € L(M) is such that ar, = {H € ay |w(H) = H} and

dS (A, A) = tr(Mgp(1,m\) " Mop(w, mase) I x (T, f)),

if A=w(\) — A+ ¢, ¢ €iaj;. (Notice that A and ¢ can be recovered from A and A, .)
We now combine the above with the result of § 5.1 to see that

2. 2 2

PeF(Py) well(M1) )’ weWnr v

[ X w00 = N O w) = ) B i
(

G p, E]—'(M

(5.7)

is asymptotic to PT(B). Write y:}(T, ) for the characteristic function of the convex hull
of {Yo(T)|Q € P(M), Q C P}, then ch(T) is its Fourier transform [4, § 6]

Grw=[ @ xex
(YQ(T))le +a]u

Then the integral over i(a$;)* can be calculated as
: / T,
w X \4s
’ det( - HaL ) PLeF(M) (YQ(T))Ml-FClM

/ / I (O ) Bar (w0 — 1) () + X) dAdyu dH
aLu, ( )*

In this, the terms associated to P 2 L, goes to 0 as a(T) — oo, Ya € Ay. Those
associated to P; O L,, becomes

1
[ det(w — 1]aks)

¢ (T,0) / d8'(X, 0)Bas(A) d.
(e, )"

We conclude that (5.7) equals

2. 2

)!Z

PE]:(PO) WEH(Ml ’IUEW]M’M (5 8)
1 / P l .
¢P (T, 0)d%, (A, 0)Bar(\) dA.
[det(w — 1akp)] Jiag. Plefz(w

Final step towards the fine X-expansion is to look at the nature of the “logarithmic
derivative”
cQ(T, A)dg (N, A)
0G(A)

S Tod 0= Y

Plej:(Lw) QGP(LU’)

(5.9)

As in Ex. 5.6, we divide d§(A, A) as
ds (A A) = tr[(Mgp(1,m) " Mgip(L, masa)) © (Mpp(w, maia) iz (mr, f))]

33



The latter simply restricts to A = 0. But in the former,
MQ(P’ ™, )\, A) = MQ|p(1, 7T)\>_1MQ|P(1, 7T>\+A), Q S P(M)
is a (G, M)-family in A and so is
./\/lg(P,ﬂ, ANA) = co(T, ) Mo(P,m, A A).

This combined with Lem. 4.3 justifies to write the specialization of (5.9) to A =0 as

tr[< Z 9%

M(Pr AN )Myl 1) I (s, )]
QEP(Lw) Q(A) “ ’A:o) PXx

Note that Mpjp(w,ma4x) = Mpp(w, m) for A+ X € iaj. Since this is a linear combination
of certain derivatives at A = 0 of the exponential functions cg(T,A) = 22T the
exponents being linear in T, this is a polynomial function in 7. Since (5.8) and P?(B)
are both polynomials and asymptotic to each other, they must coincide:

1 1
=2 22X 0w 1]

PEF(Py) well(MY) LEL(M) wew )

(5.10)
x/( . tr(M7 (P, 7, A\, 0)Mpip(w, ™) Zpx(mr, ) Bar(\) dA.

Here Wiv® = {w € Wi, | det(w — 1]ak;) # 0}. Once we have an equality, we can
specialize it to T = T3. Since Yy (71) = 11, we have

ME(P 7 X, 0) = AT ML (P, N A)|amo = M(P, 7, A, 0).

Using p. 30 (1), we conclude from (5.10) that
1 1

fl=lm > > > > [P(M)] | det(w — 1]ak))]

PEF(Py) well(MY) LEL(M) wew ke

« /( M7 0 M 7 () B )

. o
_1—>0 Z Z Z Z W[ |det(w — 1]ak,)| (5.11)

1 L
MEﬁ(MQ) LEﬁ(M WEH(M EW]Mre]\/Ig

« /( | L ST (MR A, 0) Mo (w, m) T (s £)) (B (V) dA.

Here B € C>°(i(h%)*) is such that B(0) = 1.
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5.3 Normalization and estimation of intertwining operators

We hope to get rid of the limit ¢ — 0 and the factor B. from (5.11). For this we have
to estimate the integrand and show that it converges without the factor B.. For such an
estimation, we adopt the usual approach of normalizing intertwining operators.

The normalization is constructed locally. Consider a connected reductive group G over
a local field F' of characteristic zero. We adopt the local analogue of various notation pre-
sented above. In particular we write G = G(F') and fix its maximal compact subgroup K
so that the Iwasawa decomposition G = PK holds for any P € F(M,). For M € L£(M,),
write Ilaam(M) for the set of isomorphic classes of irreducible admissible representations
(irreducible (mg, KM)-modules if F' is archimedean) of M. For 7 € II(M) and P € P(M),
write Vp(m) for the space of smooth right K-finite functions on G satisfying

¢(umg) = (m)¢(g), ueU meM,geG,

The parabolically induced representation Z§ (), \ € ays ¢ is defined by
[Ig(ﬂ,\,g)¢] (z) := ¢(xg)€</\+pp,Hp(mg)>€—</\+pp,Hp(m)>’ g€ G, ¢(x) € Vp(n).
This is isomorphic to the usual parabolically induced representation by
T8(m)) 3 ¢(z) — ¢(z)ePrrir@) ¢ indSr, @ 1y].

As in the global case, we define the intertwining integral Mp/p(w, ), (P = MU, P =
MU e f(Mo), w € WM,M/> by

(Mpp(w, mx)¢)(x) = / ¢(w—1ux)€<’\+pP’HP(w_1“”)> du, - e ") Hpp) Hpr(2))
(U'NwU)\U’

Proposition 5.7 ([27], [39] § 2.2). (i) [Mp/p(w,m)¢](x) converges absolutely if Re(\)
belongs to some open cone in ay;, and meromorphically continued to the whole aj .

(ii) If we write {p(w) for the length function on Wy (G) with respect to P € P(M)
[33, 1.1.7], then for w € Wy and w' € Wy ypr with Cp(w'w) = Cp(w) + {p(W'), the
functional equation

Mpnpr (W', w(my)) Mprp(w, my) = Mprp(w'w, 7))
holds.
Consider first the following two special cases.
(1) F is archimedean.

(2) G is quasisplit over F' and 7 is generic with respect to some non-degenerate character
of a maximal unipotent subgroup of M.
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(Recall that a splitting of G is a triple of a Borel subgroup B, a maximal torus 7" in B
and a system of root vectors { X} C g for the simple roots of T"in B. G is quasisplit if it
admits a splitting spl; = (B, T, {X}) which is stable under Gal(F/F). Then a character
0 of the unipotent radical N of B is non-degenerate if its stabilizer in B equals the center
of G. For such 0, a §-Whittaker functional on 7 € TI(G) is a linear functional A? : V; — C
on a realization of 7 such that

Al(m(n)€) = 0(n)A%(¢), neN, eV,

We say that 7 is 0-generic if it admits a non-trivial §-Whittaker functional.) In these
cases, we have the automorphic L and e-factors L(s, 7, 7) and (s, m, r, 1) of m attached to
certain finite dimensional continuous representation 7 of the L-group “G of G [17], ¥ being
a non-trivial character of F'. (N.B. The L-group should be the Weil form *G = G % o Wr
instead of the Galois form G e Gal(F/F) adopted in [17], since some important cocycles
on Gal(F/F) does not split while its inflation to Wy does.) In the case (1), these are
defined in terms of the local Langlands correspondence established in [32]. In the case
(2), the definition is given in [40, § 7]. Now let P, P, m € ILgn(M'), X € ia}, be as
above. Writing U, := u/* '/ Nu, set

Tw: "M > m x w— Ad(m) o pg(w)

e € GL(aw).

Define the normalization factor for Mpy p(w, 7)) by

o L(O,ﬂ')\ar’w)
Tp/lp(wg UPY ¢) T 5(0, Ty Taws w)L(:l’ DY T’w) '

The normalized operator Np/p(w, my) := rpip(w, mx, 1) Mps p(w, 7)) enjoys the follow-
ing properties [13, I, §§ 2,3], [40, Th. 7.9]:

(N1) Npjp(w, m)IE(m, f) = Ip (w(ms), f)Npp(w, ma), f € H(G).
(N2) Without any length condition, the functional equation
Npnipr(w', w(my))Npp(w, mx) = Nprjp(w'w, my)
holds.
(N3) For X € iaj;, Npjp(w, ) is unitary.

(N4) In the case (1), Np/p(w, ) is a rational function in (" ()))aca,. In the case (2)

it is a rational function in (q;av(’\))

field of F.

acAp, Where g is the cardinality of the residue

(N5) In the case (1), and if 7 is tempered, then rp/p(w, 7y, %) has no poles in the region
Re(a¥(N)) > 0, Va € Ap.

(N6) If G is unramified in case (2) and Z§(m) admits a fixed vector ¢° under the
hyperspecial maximal compact subgroup K, then Np/p(w, )¢ (k) = ¢°(k), k € K.
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The property (N5) should also hold in the case (2) [40, Conj. 7.1].

Example 5.8. Consider the case of GL(2). If xn = x1| |3 @ x2| [32, then the normaliza-
tion factor equals

LA — A2, x1X5 )
(M1 — Ao, xaxz L)L+ A — Mg, xaxa )

g p(w, T, ) = 7"§|B(177T/\7¢) =

(N5) is clearly valid in this case.

In the general case, a normalization factor satisfying (N1) to (N6) was constructed
by Langlands using the Plancherel measure [20, Lect.15]. We still use the notation
rpp(w, Ty, ) for this normalization factor, since these two essentially coincide in the
above special cases. To obtain an expression of rp/p(w, 7, 1) in terms of L and e-factors
as illustrated above is also important in the arithmetic applications.

Going back to the global setting, we define

rpp(w, my) Hrp/|pw Tox, o), Npjp(w,my) ®Np/|pw Tu))-

Here ¢ = @), %, is a non-trivial character of A/F and 7 = @, m,. We use these to
estimate

> / IML(P, 7, A, 0) TG (m, )| dX,

rerivty Y60
where || || is the trace class norm. Define two (G, M)-families
rQ|P(1, Tata)
rep(l,m)
We apply Lem. 4.3 to Mg (P, m, \,A) = ro(P,m, A\, A)Ng(P, 7, A\, A) to have
ML(Pm N0V IEx(m f) = Y i (Pom, A ONE (P, X, 0)ZEx (7, f).

P eF(L)

NQ(pﬂT:)‘:A) = NQ|P(177T>\>_1NQ|P(177T>\+A>7 ro(P,m, A A) =

Since Np, (P, m, A, 0)Z§ y(my, f) is rapidly decreasing in A, it suffices to show that

| b r a0l A i
i(af)*

converges absolutely for sufficiently large N. Once we are reduced to the estimation of
such a scalar valued function, we can deduce it from that of the inner product of two
truncated Eisenstein series (using Prop. 5.1) . This is done in [6, II, § 9]. Finally we have
the following.

Theorem 5.9 (The fine X-expansion). For f € H(G/2ls), we have

(W 1
= 22 2 X T Tdete 1R

MeL(My) LeL(M) mell(M?) EWJf{rf\f

1
X tr(Mp(P,m, N, 0)Mpip(w, 7)IG (7, f)) d.
A g TP, 2, M X O, i)
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5.4 Weighted characters

To obtain an expression of Jx(f) analogous to Th. 4.5, we need weighted characters, the
spectral counter part of weighted orbital integrals [13].
Let S be a finite set of places of F'. Consider the local analogue

No(P,m, A\ A) = Ngip(1,m) "Noip(L, maga), 7 € Haam(Ms), A € ia},

of the (G, M)-family defined above. Since the singularity of Ngp(1, 7)) as a function in
A is isolated, its “logarithmic derivative” at A

NM(P,TF,)\) = lim ﬁNQ(p,TF,)\,A)

can be defined. This is meromorphic in A whose singularity set is a locally finite union
of affine hyperplanes whose vector parts are the zeros of coroots. Define the weighted
character to be

Jar(ma, ) i= tr(Na (P, VIS (7, £)).

More generally, for 7 € Iaam(L) (L C M), we define Jy(7x, f) = Ju(Z5 (), f) with
any Q € PM(L). This again is a meromorphic function having the same type singularities
as Ny(P,m, A) has. Note that, by taking trace, this is independent of P € P(M) as the
notation suggests. We also need the distribution

JM(W,X,f)::/ Ju(mx, e 2 dN,  f € H(Gs).

;G
Wy s

Here ay s := Hy(Mg) is ayy itself or a lattice in aps (according to either S contains an
archimedean place or not), and we have written aj, ¢ for aj, or aj,/(ay, s) accordingly.
ay; ¢ denotes the dual lattice of axs in the latter.

We look at the discrete part (i.e. the term associated to L = G) of the fine X-expansion
Th. 5.9:

Z Z Z “G//V]’]det(wl o1 tr(Mpp(w, 0)I5 ¢ (7a, ).

MeL(Mp) n€ll(M?) weWies, — 1af)|

Since tr(Mpjp(w, 0)Z5x (7, f)) is an invariant distribution and Zf ¢ () is admissible, we
find that this is a finite linear combination of characters:

Y aGu(m X)tn(f).

Tell(G1)

Here we note that a§,..(7) := D xex (@) a§...(m, X) are merely some scalars and are not the
multiplicity of 7 in the discrete spectrum (cf. Th. 2.4)

L?hsc( QLG\G @ L2 QLG\G>[7F]
[G,m]
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We now give an expression analogous to Th. 4.5 for the sum J(f) = > ycxq) Jx(f)-

Set
[ e JH(IM(UIL>) (1) aLisc(J) 7& 07
Maic(M) := { 0 ¢ PY(L) ' () w(e,) = 0, Fw € Ws } !

IM) = [ {m7€Tae(M), X €i(ayf)}.

MeLMi(My)

Note again that Ilgis.(M) is not the set of discrete automorphic representations of M.
For 7y € II(My), © € JH(Z} (0,)) being as above, define

A
M (1) 1= a0} (m), Y () = lim ral@um A A)
—0 QeF(L) Og (A)
QCP;

a

Here 7}" (1) is independent of Q; and P.
Corollary 5.10 ([12]). For f € H(G/2ls), we have
WM
=% S @t i
MeL(Mo) TI(M)
Here we have written Jy(m, f) := Ium(w,0, f) and the measure dm on II(M) is such that

/H(M) smdn= ) !WL’ /(

LEﬁJM(MQ) mEllgisc

holds.

Proof. Write R} . for the right regular representation of M on the discrete spectrum
Liiee(M(F)23\M) of M. We may consider the induced representation Zg (R2, ,), which

disc

from Th. 2.4 is isomorphic to @BEex(G) @WEH(MI) ng(ﬂ/\)' Th. 5.9 assorts that
SO D R T

R

LEL(Mo) MELE(Mo) wewkres (W1 | det(w — 1|ag,)|

1
t P 0)M 0)ZS(RM d\
Pon 2 [ MR A O M0, 0T (R, )

X

T oS

Here M (P, A,0), Mpp(w,0) are defined similarly as M (P, 7, \,0), Mp|p(w,n) with 7
replaced with RY, .

One can easily see that the operator M (P, X, 0)Mp|p(w,0)ZF (RY,, 5, f) vanishes on
the orthogonal complement of a subspace which is a direct sum of Z§(my), (Q € P(L),
7 € Iaise(L)). On the Z§ (my)-component, My (P, \,0) equals

1
ML(Pm20)= Y QG(A)TQ(P,W,A,A)NQ(P,W,A,A) H.
QeP(L) @ -
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Noting that 7' (P, m, A\, A) (cf. Lem. 4.3) depends only on M, and not on P, € P(M,),
we can write this as

> AN EARAANG P AN = (m) N (P ).

MyeL(L)
This combined with the definition of a4, (o) yields

EPIPIE DS

LEL(MO M1€£(L TI'EHdlsC(L

/( o)y (mA) e (Nag, (Q, 1, NG (o, f)) dA

decomposing i(af)* = i(a;"*)* @ i(af,)",

> > ’,W— > /Ml o)1 (70) Tty (T, f) AN

M,eL(My) LeLM (M) m€llgisc (L)

writing M for M; and using the definition of the measure dm,

> W= a™ (m) Tau (0, f) dre

MeL(Mo) Wi 11(M)

6 The invariant trace formula

Recall, in many application of the trace formula, we need to compare the trace formulae
of different groups. The starting point of the comparison is a correspondence between
the conjugacy classes of the relevant groups. Consequently, we need to express the trace
formula in terms of invariant distributions, distributions which are invariant under the
conjugation. Here we shall explain how Arthur achieved this [4], [11], [12].

6.1 Non-invariance

First we measure the non-invariance of the terms in the trace formula. Recall the geomet-
ric kernel ch; (T, 9) = X sco(q) Ké;vo(x, y) of the induced operator Ro(f) on L*(VL(F)2:\G)

§ 3.1. Since Kgi(y_l)f(x,x) = Kévo(xy_l,xy_l), we have

Ad(y)J7(f) = /G e 2 TS Kaulor, 00 Hg(or) ~ T) de

QEF(Py) SeQ(F\G(F)
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using (4.1),

B /G(F)‘Z[ \G Z (_1)(1%{ Z KQ,U((S-T, (Sx)?QM(HQ((SQj) — T)

QCPeF(Py) SEQ(F)\G(F)

x TE(Ho(0x) — T, — Hq(kq(dx)y)) du

- ¥ /P S0 Y Koelon, 60)7gu (Ho(6z) - T)

PeF(py) Y PI)Ac\G QE}'(PO) S€Q(F)\P(F)
QCP

IS(Hp(0x) — T, —Hp(kg(6x)y)) dx.

Here we have written dx = ¢(0x)kg(dx) for the Iwasawa decomposition of dx with respect
to G = QK. If we write x € P(F)Uc\G as x = umak, (u € U,m € M, a € A5, k € K),
then

Kévo(éx, dx) = ng’u’oM(éma, dma), Hgu(6x) = Hou(dm),

TS(Hp(02) — T, — Hplko(62)y)) = TS(Hp(a) — T, — Hp(ky)),

where

fE(m) == m?r /U f(k™ 'muk) du, m € M,

Using the function 7Q7g (see p. 24), we obtain the following. (The proof for the spectral
formula is similar.)

Lemma 6.1 ([4] Th. 3.2). For f € H(G/Us), we have

B WH
Ad(y>Jo(f) Z ’W’ ‘]o (fQ,y)a
QeF(Mo)

_ W L7
QeF(Mo)

We now explain the rough idea of the combinatorial part of the construction. Suppose
we are given a family of continuous linear maps ¢} : H(M) — Z(L) satisfying

(1) o2/ (Ad(y™)f) = ZPle]-'M(L) o1 (?Pl,y>7
(2) ¢4 : H(M) — Z(M) is surjective,

fM

(3) Any (Ad(M)-) invariant distribution I on H(M) passes through ¢35: 1M
Al
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Then we define a family of distributions {I}, I3 } e by
MMy . MMy ’WLITL M/ M
0 (f >_ 0 (f ) Z ’WM’ o(¢L (f ))7
LeLM(My),#M

ey =g - W g

M
LeLM(My),£M W]

Then it follows from Lem. 6.1 and (1) that (e is 0 or X)

WL
LS - =k - - S g man s - )
LeL(Mo),#G

wM — wit -~ —
PeF(My), £G LeL(Mo), 4G PeF(L)

W (i W s

> T (H T X el Ty

PEF(My), #G LeLM (M)
=0.

That is, IM are all invariant distributions. On the other hand we deduce from (3.7) the

imwvariant trace formula
Yo L= Y I

0€D(G) Xex(G)

6.2 Application of the trace Paley-Wiener theorem

Of course the most difficult point is to construct the maps ¢}. Arthur used the distri-
bution Ju(w, X, f) (§ 5.4) for this. In fact, he defined the “Fourier transform” ¢$;(f) of
f € H(Gs) by

5 (f) : Thiemp(Ms) X arrs 2 (7, X) — Ju(m, X, f) € C.

Here Iliemp(Mg) denotes the subset of tempered elements in Il,4,(Mg). Of course this
can be extended to IT,am(Mg) X aprs by analytic continuation. It was shown in [13, I.
Lem. 6.2] that this satisfies (1) above:

JM(TF,X,Ad(y_l)f) - Z J]%/[(Tr:Xa?Q,y)'
QEF(M)

Here we overlook the technical imprecision that H(Gg) is not stable under Ad(Gg). The
image Z(Gg) of H(Gg) under ¢% is described by the trace Paley-Wiener theorem [19],
[16].

The next problem is that the image Z(Mg) does not contain ¢§,(H(Gg)) if G # M.
Then Arthur enlarged the range a little by relaxing the support condition in the direction
of the center to obtain Z,.(Mg). To assure the surjectivity, he also enlarged the domain
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to a little larger space Ha.(Mg). Finally we have the surjective maps ¢ : Ha.(Mg) —
Zoc(Lg) for any L C M € L(My).

The final problem is to show that the distributions I&, I¢ pass through ¢& in order
to define TUG, I ¢. More precisely, we need to establish the following inductive statement.

Problem 6.2. Suppose for any M € L(M,), # G, we are given the distributions I} (),
IM(m) on H(M) which pass through ¢35, so that we can define IM (~y), IM (), and satisfy

T My =1 M+ Y T (el (),

MieLM(Mo), #M

Ty MYy = M+ Y I 6k ().

MyeLM (My), #M

Then the distributions

IS0 =T8> I e5(),

MeL(My), £G

I§(m, f) =T )= > Ime5(f)

MeL(Mo), #C
pass through ¢2.
This was done at length in [11], [12]. We end this note by stating the resulting formula.

Theorem 6.3 (The invariant trace formula). If we take a finite set of places S suf-
ficiently large for f € H(G/Uq), then we have

3 % > @S, Iu(r. f)

MeL(My) YEM(F))m,s
WM
> B e pan
MeL(Mo) 11(M)
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G, G, 3
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Jo (@, f), 20
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kK (x, f), 12

ki (z, f), 15
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LA(G(F)A\G), 5
LQ(G(F)ng\G)[W], 10
LX(G(F)Ac\G)x, 7
Ly(M(F)%Ax\M),, 7

M (w, py) intertwining operator, 8

PT(B), 30
P(SJVL/J)’ 8

Py (H), pi(8), 29
R=Rg, 5

TQ(P, ™, )\, A), 37

Ty analytic origin, 17
ug(k,y), 25

vP(z), 23

vg/(ky,T), 22

W = W the relative Weyl group, 5
WM,MU 8

Vi (z,y), Vi (x,y), 21
Yo(T), 32

A Ag, Ay, Ap, 4

G = G(A), GS = G(AS), 4
Gl 4

K=1][, K, 5

(T, X), 33

Ao, Ap, AY, A}, Ap, 12
Ao(T), 6

ars, Gy g, 38

3%(53:,T), 13

Rolx,T), 13

O(G), 12

S(To) a Siegel domain, 6
X(G), 7

FS(X, Y), 17

E(h)Whe) 28

F(M), F(F), 5

Hac(Mg), 43

Z(Ms), Zo.(Mg), 43
ng(w,\), 27

I]Cj(pX)’ 8

jM(Wa f)7 39
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L(M), L(FP), 5
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¢p the constant term along P, 6
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v{(H), 29

w%Jr(X’ f)7 29
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05N, B5(N), 22
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D
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6

Ao(M(F)2Ay\M),, 7
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H(G /) the Hecke algebra, 5

cuspidal datum, 7
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geometric side, 3
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