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Abstract Point-wise exponential decay of bound states of the so-called Nelson
model with Kato-class potentials is shown by constructing a martingale derived
from the semigroup generated by the Nelson Hamiltonian.

1 Introduction

To show the existence of the ground state of a model in quantum field theory
has been a crucial issue. In particular the so-called infrared-regular-condition is a
critical condition for a scalar model to have the ground state. In this article we
are concerned with the so-called Nelson model [17, 16] describing an interaction
between non-relativistic nucleons and spinless scalar mesons. The time evolution of
the non-relativistic matters studied in this article is given by a Schrödinger operator.
Then the model can be regarded as Schrödinger operator coupled to a quantum field.

The existence of the ground state of this kind of model has been shown under
some general conditions so far. Next interesting issue concerning the ground state
is to make properties of the ground state clear, which includes to estimate the num-
ber of bosons in the ground state and the decay properties on both field variable ϕ
and matter variable x. In this article we treat Kato-class potentials V which were
introduced and studied by Aizenman and Simon [1] and the definition of Kato-class
potentials is based on a condition considered by Kato in [11]. The Nelson Hamil-
tonian H with Kato-class potential is defined via functional integrations. The main
purpose of this article is to show point-wise exponential decay of bound states Φ of
the Nelson Hamiltonian:

∥Φ(x)∥F ≤Ce−c|x|, a.e.x ∈ Rd . (1)
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The strategy is an extension of Carmona, Masters and Simon [4]. Let HΦ = EΦ .
Then Φ = e+tEe−tHΦ . By the functional integration of e−tH we can express Φ as

Φ(x) = etEEx[ξ Φ(Bt)]

for each x ∈ Rd , where

ξ = e−
∫ t

0 V (Bs)dsI∗0e−ϕ(K)It (2)

is the integral kernel and E denotes the expectation with respect to Brownian motion
(Bt)t≥0. See (18) below. We estimate Ex[ξ Φ(Bt)] to get the bound (1).

Statement (1) is stronger rather than localization:
∫
Rd dx∥eC|x|Φ(x)∥2

F < ∞,
which can be shown by IMS localization [5, Theorem 3.2] in e.g.[2, 6, 8]. The
point-wise exponential decay is also shown for the so-called semi-relativistic Pauli-
Fierz model in quantum electrodynamics by the author oneself [9]. Here the integral
kernel of the semi-group generated by the semi-relativistic Pauli-Fierz Hamiltonian
is of the form

ξPF = e−
∫ t

0 V (Xs)dsJ∗0e−iA(KPF )Jt ,

where (Xt)t≥0 is a Lévy process and Jt the family of isometries and e−iA(KPF ) a uni-
tary operator. Hence J∗0e−iA(KPF )Jt is contractive, i.e., ∥J∗0e−iA(KPF )Jt∥ ≤ 1. However
the integral kernel of the semi-group generated by the Nelson Hamiltonian is of the
form (2), where It is also a family of isometries but e−ϕ(K) is unbounded. To see
the bound ∥I∗0e−ϕ(K)It∥ one can apply the hypercontractivity [19] of I∗0It for mas-
sive cases, but it is non-trivial to have a bound for massless cases. In this article we
derive the operator bound

∥I∗0e−ϕ(K)It∥ ≤ etE(φ̂)

for massless cases in Corollary 4.6 but under infrared-regular condition, and conse-
quently show point-wise exponential decay (1).

2 Basic facts on Fock space

2.1 Boson Fock space

Let H be a separable Hilbert space over C. Define F (n) =⊗n
s H , where ⊗n

s H
denotes the n-fold symmetric tensor product with ⊗0

s H = C. The space

F =⊕∞
n=0F

(n)(H )

is called boson Fock space over H . The Fock space F can be identified with the
space of ℓ2-sequences (Ψ (n))n∈N such that Ψ (n) ∈ F (n) and
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∥Ψ∥2
F =

∞

∑
n=0

∥Ψ (n)∥2
F (n) < ∞. (3)

Set (Ψ ,Φ)F =∑∞
n=0(Ψ (n),Φ (n))F (n) . The vector Ω =(1,0,0, . . .) is called the Fock

vacuum. The creation operator denoted by a∗( f ) and the annihilation operator by
a( f ) are defined by

(a∗( f )Ψ)(n) =
√

nSn( f ⊗Ψ (n−1)), n ≥ 1,

(a∗( f )Ψ)(0) = 0

with domain D(a∗( f )) =
{
(Ψ (n))n≥0 ∈F

∣∣∣∑∞
n=1 n∥Sn( f ⊗Ψ (n−1))∥2

F (n) < ∞
}

and

a( f ) = (a∗( f̄ ))∗. Furthermore, since both operators are closable and we denote their
closed extensions by the same symbols. The space

Ffin = {(Ψ (n))n≥0 ∈ F |Ψ (m) = 0 for all m ≥ M with some M}

is called finite particle subspace. Operators a,a∗ leave Ffin invariant and satisfy the
canonical commutation relations on Ffin:

[a( f ),a∗(g)] = ( f̄ ,g), [a( f ),a(g)] = 0, [a∗( f ),a∗(g)] = 0.

Given a contraction operator T on H , the second quantization of T is defined by

Γ (T ) =⊕∞
n=0(⊗nT ).

Here ⊗0T = 1. For a self-adjoint operator h on H , {Γ (eith) : t ∈ R} is a strongly
continuous one-parameter unitary group on F . Then by Stone’s theorem there exists
a unique self-adjoint operator dΓ (h) on F such that Γ (eith) = eitdΓ (h). Let N =
dΓ (1). To obtain the commutation relations between a♯( f ) and dΓ (h), suppose that
f ∈ D(h). Then

[dΓ (h),a∗( f )] = a∗(h f ), [dΓ (h),a( f )] =−a(h f̄ ), (4)

for Ψ ∈ D(dΓ (h)3/2)∩Ffin. The Segal field Φ( f ) on the boson Fock space F (H )
is defined by

Φ( f ) =
1√
2
(a∗( f )+a( f̄ )), f ∈ H .

Here f̄ denotes the complex conjugate of f . Field operator Φ( f ), f ∈ H , is a self-
adjoint operator, but a∗( f ) and a( f ) are not. Nevertheless we can define ea∗( f ) and
ea( f ) by a geometric series. Let f ∈ H and we define the exponential of creation
operators Ff by

Ff =
∞

∑
n=0

1
n!

a∗( f )n
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and D(Ff ) =
{

Φ ∈ ∩∞
n=1D(a∗( f )n)

∣∣∣∑∞
n=0

1
n!∥a∗( f )nΦ∥< ∞

}
. Let Φ ∈F (m). Thus

we have

∥Ff Φ∥ ≤ ∥Φ∥+
∞

∑
n=1

√
m+n−1 · · ·

√
m

n!
∥ f∥n∥Φ∥< ∞.

Then Ffin ⊂D(Ff ) follows. We also define the exponential of annihilation operators
by

G f =
∞

∑
n=0

1
n!

a( f )n

with D(G f )=
{

Φ ∈ ∩∞
n=1D(a( f )n)

∣∣∣∑∞
n=0

1
n!∥a( f )nΦ∥< ∞

}
. We simply write Ff =

ea∗( f ) and G f = ea( f ). Then we can see that (ea∗( f ))∗ ⊃ ea( f̄ ) and this implies that
ea∗( f ) is closable. The closure of ea∗( f ) is denoted by the same symbol. Similarly the
closure of ea( f ) is denoted by the same symbol. We can represent eΦ( f ) in terms of
both ea∗( f ) and ea( f ). Let Db = L.H.{C(g),Φ |g ∈ H ,Φ ∈ Ffin}.

Proposition 2.1 (Baker-Campbell-Hausdorff formula) Let f ∈ H and α ∈ C.
Then it holds on Db that

eαΦ( f ) = eαa∗( f )/
√

2eαa( f̄ )/
√

2e
1
2 α2∥ f∥2

. (5)

PROOF. We shall show (5) on C(g). The proof of (5) on Ffin is similar. We have

eαa∗( f )eαa( f̄ )C(g) = eα( f ,g)C(α f +g). (6)

Let ψ( f ) = a∗( f )+a( f̄ ). Then ψ( f ) is self-adjoint and it holds that

eαψ( f ) =
∞

∑
n=0

αnψ( f )n

n!
(7)

on Ffin. Let Cm(g) = ∑m
n=0

a∗(g)n

n! Ω . By using the expansion (7) we can compute as

eαψ( f )Cm(g) =
m

∑
n=0

(a∗(g)+α( f ,g))n

n!
eαψ( f )Ω .

Together with eαψ( f )Ω = e
1
2 α2∥ f∥2

eαa∗( f )Ω we see that

eαψ( f )Cm(g) =
m

∑
n=0

(a∗(g)+α( f ,g))n

n!
e

1
2 α2∥ f∥2

eαa∗( f )Ω .

Hence we have

eψ( f )C(g) = eα( f ,g)e
1
2 α2∥ f∥2

C( f +g). (8)

By (6) and (8) the proposition follows. □
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2.2 Bounds

In this section we show several bounds concerning the exponential of annihilation
operators and the creation operators. We learned all these bounds from papers by
Guneysu, Matte and Møller [7] and Matte and Møller [15]. We consider the case
where H = L2(Rd). In this case, for n ∈ N the space F (n) can be identified with
the set of symmetric functions on L2(Rdn). The creation and annihilation operators
act as

(a( f )Ψ)(n)(k1, . . . ,kn) =
√

n+1
∫
Rd

f (k)Ψ (n+1)(k,k1, . . . ,kn)dk, n ≥ 0,

(a∗( f )Ψ)(n)(k1, . . . ,kn) =
1√
n

n

∑
j=1

f (k j)Ψ (n−1)(k1, . . . , k̂ j, . . . ,kn), , n ≥ 1,

with (a∗( f )Ψ)(0) = 0. Let Hf = dΓ (ω) with ω = ω(k) =
√
|k|2 +ν2. We have

(HfΨ)(n) (k1, . . . ,kn) =

(
n

∑
j=1

ω(k j)

)
Ψ (n)(k1, . . . ,kn).

We can see the lemma below:

Lemma 2.2 Let h : Rd → C be measurable, and g j ∈ D(h) for j = 1, ....,m. Then
for every Ψ ∈ D(dΓ (|h|2)m/2) we have Ψ ∈ D(∏m

j=1 a(hg j)), and it follows that∥∥∥∥∥ m

∏
j=1

a(hg j)Ψ

∥∥∥∥∥≤
(

m

∏
j=1

∥g j∥

)
∥dΓ (|h|2)m/2Ψ∥. (9)

In particular∥∥∥∥∥ n

∏
j=1

a(g j)Φ

∥∥∥∥∥≤
(

n

∏
j=1

∥g j/
√

ω∥

)
∥Hn/2

f Φ∥, Φ ∈ D(Hn/2
f ).

PROOF. Let Ψ ∈ D(dΓ (|h|2)m). First note that

(Ψ (n),(dΓ (|h|2)mΨ)(n)) =
∫
Rnd

|Ψ (n)(k1, · · · ,kn)|2
(

n

∑
i=1

|h(ki)|2
)m

dk1 · · ·dkn.

By the symmetry we can replace
(
∑n

i=1 |h(ki)|2
)m with C(n,m)∏m

j=1 |h(k j)|2. Here
C(n,m) = n(n−1) · · ·(n−m+1). Then we have

(Ψ (n),(dΓ (|h|2)mΨ)(n)) =C(n,m)
∫
Rnd

|Ψ (n)(k1, · · · ,kn)|2
m

∏
j=1

|h(k j)|2dk1 · · ·dkn.

On the other hand by the definition of annihilation operators we have
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∏
j=1

a(hg j)Ψ)(n−m)

∥∥∥∥∥
2

≤C(n,m)

(
m

∏
j=1

∥g j∥2

)∫
Rnd

(
m

∏
j=1

|h(k j)|2
)
|Ψ (n)(k1, · · · ,kn)|2dk1 · · ·dkn

=

(
m

∏
j=1

∥g j∥2

)
(Ψ (n),(dΓ (|h|2)mΨ)(n))

and summation over n gives (9). By the closedness of both operators dΓ (|h|2)m/2

and ∏m
j=1 a(hg j) we can extend to Ψ ∈ D(dΓ (|h|2)m/2). □

Next we estimate
∥∥∥∏n

j=1 a∗( f j)Φ
∥∥∥.

Lemma 2.3 Let fi,g j ∈ D(1/
√

ω) for i, j = 1, ...,n and Φ ∈ D(Hn/2
f ). Then∣∣∣∣∣

(
n

∏
j=1

a∗(g j)Φ ,
n

∏
j=1

a∗( f j)Φ

)∣∣∣∣∣≤ n!2n

(
n

∏
l=1

∥ fl∥ω∥gl∥ω

)
n

∑
m=0

1
m!

∥Hm/2
f Φ∥2,

where ∥ f∥ω = ∥ f∥+∥ f/
√

ω∥.

PROOF. Let Φ ∈ Ffin and fi,g j ∈ H for i, j = 1, ...,m. Then

n

∏
j=1

a(ḡ j)
n

∏
j=1

a∗( f j)Φ

=
n

∑
m=0

∑
Cm∋A

∑
Cn−m∋B

∑
σ :Ac→B
bijection

(
∏
l∈Ac

(gl , fσ(l))

)(
∏

p∈Bc
a∗( fp)

)(
∏
q∈A

a(ḡq)

)
Φ . (10)

Here Ck = {A ⊂ {1, ...,n}|#A = k}, C0 = /0, and ∑ σ :Ac→B
bijection

is understood to take sum-

mation over all bijections from Ac to B. In particular[
n

∏
j=1

a(ḡ j),
n

∏
j=1

a∗( f j)

]

=
n−1

∑
m=0

∑
Cm∋A

∑
Cn−m∋B

∑
σ :Ac→B
bijection

(
∏
l∈Ac

(gl , fσ(l))

)(
∏

p∈Bc
a∗( fp)

)
∏
q∈A

a(ḡq).

By this formula we have
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n

∏
j=1

a∗(g j)Φ ,
n

∏
j=1

a∗( f j)Φ

)

=
n

∑
m=0

∑
Cm∋A

∑
Cn−m∋B

∑
σ :Ac→B
bijection

(
Φ , ∏

l∈Ac
(gl , fσ(l)) ∏

p∈Bc
a∗( fp)∏

q∈A
a(ḡq)Φ

)
. (11)

By ∥∏n
j=1 a(h j)Φ∥ ≤ ∏n

j=1 ∥h j∥∥Hn/2
f Φ∥ and #Bc = m = #A, the right-hand side

of (11) can be estimated as∣∣∣∣∣
(

Φ , ∏
p∈Bc

a∗( fp)∏
q∈A

a(ḡq)Φ

)∣∣∣∣∣≤
(

∏
p∈Bc

∥ fp/
√

ω∥

)(
∏
q∈A

∥gq/
√

ω∥

)
∥Hm/2

f Φ∥2.

Since ∥ f∥ ≤ ∥ f∥ω and ∥ f/
√

ω∥ ≤ ∥ f∥ω , we have∣∣∣∣∣
(

Φ , ∏
l∈Ac

(gl , fσ(l)) ∏
p∈Bc

a∗( fp)∏
q∈A

a(ḡq)Φ

)∣∣∣∣∣≤
(

n

∏
l=1

∥gl∥ω∥ fl∥ω

)
∥Hm/2

f Φ∥2.

(12)

Hence by (11) and (12)∣∣∣∣∣
(

Φ ,
n

∏
j=1

a(ḡ j)
n

∏
j=1

a∗( f j)Φ

)∣∣∣∣∣≤ n!2n
n

∑
m=0

1
m!

(
n

∏
l=1

∥gl∥ω∥ fl∥ω

)
∥Hm/2

f Φ∥2.

Then the lemma follows. □
By Lemma 2.3 we have bounds for products of annihilation operators and cre-

ation operators. We summarise them as follows. Suppose that f j ∈ D(1/
√

ω) for
j = 1, ...,n. By introducing a scaling parameter 0 < s < 1 we also have∥∥∥∥∥ n

∏
j=1

a( f j)Φ

∥∥∥∥∥≤ s−n/2

(
n

∏
j=1

∥ f j/
√

ω∥

)
∥(sHf)

n/2Φ∥, (13)

∥∥∥∥∥ n

∏
j=1

a∗( f j)Φ

∥∥∥∥∥≤√
n!2n/2s−n/2

(
n

∏
l=1

∥ fl∥ω

)(
n

∑
m=0

1
m!

∥(sHf)
m/2Φ∥2

)1/2

. (14)

Although exponential operator ea∗( f ) is unbounded, it can be seen in the proposition
below that ea∗( f )e−

t
2 Hf is bounded for any t > 0.

Proposition 2.4 Let t > 0 and f ∈D(1/
√

ω). Then both ea∗( f )e−
t
2 Hf and e−

t
2 Hf ea( f )

are bounded.

PROOF. Let Ψ ∈ ∩∞
n=1D(Hn

f ). Suppose that t < 1. By (14) for any s < t we have
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∑
n=0

1
n!

a∗( f )ne−
t
2 Hf Φ

∥∥∥∥∥≤ m

∑
n=0

1√
n!

2n/2s−n/2∥ f∥n
ω

(
n

∑
k=0

1
k!
∥(sHf)

k/2e−
t
2 HfΦ∥2

)1/2

.

We can see that sequence {∑m
n=0

1
n! a∗( f )ne−

t
2 Hf Φ}∞

m=0 is a Cauchy sequence in F .
Hence e−

t
2 HfΦ ∈ D(ea∗( f )) and as m → ∞ on both sides above we have

∥ea∗( f )e−
t
2 Hf Φ∥ ≤ A( f ,s)∥e−

1
2 (t−s)HfΦ∥,

where A( f ,s) = ∑∞
n=0

1√
n!

2n/2s−n/2∥ f∥n
ω . Choosing s such that s < t, we can see

that ∥e−
1
2 (t−s)Hf Φ∥ ≤ ∥Φ∥ and ea∗( f )e−

t
2 Hf for t < 1 is bounded. Suppose 1 ≤ t.

Choosing s = 1 in the above discussion, we have

∥ea∗( f )e−
t
2 HfΦ∥ ≤ A( f ,1)∥e−

1
2 (t−1)Hf Φ∥ ≤ A( f ,1)∥Φ∥.

Thus ea∗( f )e−
t
2 Hf for t ≥ 1 is bounded. Finally since

(
e−

t
2 Hfea( f )

)∗
⊃ ea∗( f̄ )e−

t
2 Hf ,

the second statement follows. Then the lemma follows. □

Corollary 2.5 Let f ∈ D(1/
√

ω). Then

∥ea∗( f )e−
t
2 Hf∥ ≤

√
2e(2/s)∥ f∥2

ω∥e−
1
2 (t−s)Hf∥, 0 < s < t < 1,

∥ea∗( f )e−
t
2 Hf∥ ≤

√
2e2∥ f∥2

ω∥e−
1
2 (t−1)Hf∥, 1 ≤ t.

In particular we have

∥ea∗( f )e−tHf ea( f̄ )∥ ≤ 2e(4/s)∥ f∥2
ω , 0 < s < t < 1,

∥ea∗( f )e−tHf ea( f̄ )∥ ≤ 2e4∥ f∥2
ω , 1 ≤ t.

PROOF. We can estimate A( f ,s) as

A( f ,s)≤

(
∞

∑
n=0

1
n!

8n∥ f∥2n
ω s−n2−n

)1/2( ∞

∑
n=0

12 ·2−n

)1/2

≤
√

2e(2/s)∥ f∥2
ω .

Then (1) follows from Proposition 2.4. □

3 Definition of the Nelson model

Let S ′(Rd) be the tempered distribution on Rd . Let s ∈ R and Hs(Rd) be the
inhomogeneous Sobolev space, i.e.,

Hs(Rd) = {u ∈ S ′(Rd)|û ∈ L1
loc(Rd),(1+ |k|2)s/2û ∈ L2(Rd)}.
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Here û describes the Fourier transform on S ′(Rd). Homogeneous Sobolev space
Ḣs(Rd) is defined by

Ḣs(Rd) = {u ∈ S ′(Rd)|û ∈ L1
loc(Rd), |k|sû ∈ L2(Rd)}.

The scalar product on Ḣs(Rd) is defined by ( f ,g)Hs(Rd) = (|k|s f̂ , |k|sĝ)L2(Rd). It
is known that Ḣs(Rd) is a Hilbert space if and only if s < d/2. Now we modify
Hs(Rd) to apply quantum field theory. We define Hs

ν(Rd) by Hs(Rd) with (1+
|k|2)1/2 replaced by ω . Hence Hs(Rd) and Hs

ν(Rd) are equivalent for ν > 0, and
Ḣs(Rd) = Hs

ν(Rd) for ν = 0. We set

Hs(Rd) =

{
Hs

ν(Rd), ν > 0,
Ḣs(Rd), ν = 0.

We set HM = H−1/2(Rd) and HE = H−1(Rd+1). We define the Fourier transform
(in the sense of tempered distribution) of HM and HE by ĤM and ĤE , respectively.
Although HM , ĤM , HE and ĤE depend on the space dimension and ν ≥ 0, we do
not write the dependence explicitly. We also define real Hilbert spaces below:

(1)M = { f ∈ HM| f is real-valued},
(2)E = { f ∈ HE | f is real-valued}.

Both M and E are Hilbert spaces over R, and note that MC = HM and EC = HE .
Hilbert space L2(Rd) describes the state space of the non-relativistic matter, and

FN =F (ĤM) that of the scalar bose field. The joint state space is described by the
tensor product

H = L2(Rd)⊗FN.

The free particle Hamiltonian is described by the Schrödinger operator

Hp =−1
2

∆ +V

acting in L2(Rd). We introduce a class R of potentials. Let V be relatively bounded
with respect to −(1/2)∆ with a relative bound strictly smaller than one, i.e., D(V )⊂
D(−(1/2)∆) and

∥V f∥ ≤ a∥− (1/2)∆ f∥+b∥ f∥

for f ∈ D(V ) with some a < 1 and b ≥ 0. Then we say V ∈ R. We introduce As-
sumption 3.1.

Assumption 3.1 The following conditions hold:

(1) φ ∈ S ′(Rd), φ̂(k) = φ̂(−k) and φ̂/ω, φ̂/
√

ω ∈ L2(Rd).
(2) V ∈ R.

The free field Hamiltonian Hf = dΓ (ω) on FN accounts for the energy carried by
the field configuration. The matter -field interaction Hamiltonian HI acting on the
Hilbert space H describes then the interaction energy between the bose field and
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the matter . To give a definition of this operator we identify H as the space of
FN-valued L2-functions on Rd :

H ∼=
∫ ⊕

Rd
FNdx =

{
F : Rd → FN

∣∣∣∣∫Rd
∥F(x)∥2

FN
dx < ∞

}
.

For each x ∈ Rd , HI(x) is defined by

HI(x) =
1√
2

(
a∗M(φ̂e−ikx)+aM( ˜̂φeikx)

)
.

Here aM and a∗M denote the creation operator and the annihilation operator in the
boson Fock space F (ĤM), respectively. Since φ̂(k) = φ̂(−k), HI(x) is symmetric,
and it can be shown by using Nelson’s analytic vector theorem that HI(x) is es-
sentially self-adjoint on Ffin(ĤM) of FN. We denote the self-adjoint extension of
HI(x) by HI(x). The interaction HI is then defined by the self-adjoint operator

HI =
∫ ⊕

Rd
HI(x)dx.

Under the conditions of Assumption 3.1 the operator

H = Hp ⊗1l+1l⊗Hf +HI (15)

acting in H is called the Nelson Hamiltonian. Let

H0 = Hp ⊗1l+1l⊗Hf, D(H0) = D(Hp ⊗1l)∩D(1l⊗Hf).

Then H0 is self-adjoint on D(H0) and bounded below. Suppose Assumption 3.1.
Then H is also self-adjoint on D(H0) and bounded below, furthermore, it is essen-
tially self-adjoint on any core of H0. This follows from Kato-Rellich theorem [10].

4 Point-wise exponential decay

4.1 Integral kernels

We review a family of Gaussian random variables indexed by a real vector space
M . We say that (ϕ( f ), f ∈ M ) is a family of Gaussian random variables on a
probability space (Q,Σ ,µ) indexed by a real inner product space M whenever

(1)ϕ : M ∋ f 7→ ϕ( f ) is a map from M to a Gaussian random variable on (Q,Σ ,µ)
with Eµ [ϕ( f )] = 0 and covariance Eµ [ϕ( f )ϕ(g)] = 1

2 ( f ,g)M ,
(2)ϕ(α f +βg) = αϕ( f )+βϕ(g), α,β ∈ R,
(3)Σ is the completion of the minimal σ -field generated by {ϕ( f )| f ∈ M }.
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Also let (ϕE( f ), f ∈ E ) be a family of Gaussian random variables on a probability
space (QE,ΣE,µE) indexed by a real inner product space E . Let O ⊂ R and put

E (O) = { f ∈ E |supp f ⊂ O ×Rd}

and the projection E → E (O) is denoted by eO . Let

ΣO = σ ({ϕE( f )| f ∈ E (O)}) .

Define
EO = {Φ ∈ L2(QE)|Φ is ΣO -measurable}.

Let et = τtτ∗t , t ∈ R. Then {et}t∈R is a family of projections from E to Ran(τt). Let
Σt , t ∈ R, be the minimal σ -field generated by {ϕE( f )| f ∈ Ran(et)}. Define

Et = {Φ ∈ L2(QE)|Φ is Σt -measurable}, t ∈ R.

We will see below that F ∈ E[a,b] can be characterized by suppF ⊂ [a,b]×Rd .

Lemma 4.1 (1)E ({t}) = Ran(et) and any f ∈ Ran(et) can be expressed as f =
δt ⊗g for some g ∈ M . In particular, e{t} = et .

(2)E ([a,b]) = L.H.{ f ∈ E | f ∈ Ran(et),a ≤ t ≤ b}∥·∥−1 holds.

PROOF. Refer to see [18] □
We will define a family of transformations It from L2(Q) to L2(QE) through the

second quantization of a specific transformation τt from M to E . Define τt : M → E
by τt : f 7→ δt ⊗ f . Here δt(x) = δ (x− t) is the delta function with mass at t. Note
that δt ⊗ f = δt ⊗ f , which implies that τt preserves realness. It follows that

τ∗s τt = e−|s−t|ω̂ , s, t ∈ R.

In particular, τt is isometry between M and E for each t ∈ R. Let It = Γ (τt) :
L2(Q)→ L2(QE), t ∈ R, be the family of isometries:

It1lM = 1lE, It :ϕ( f1) · · ·ϕ( fn): = :ϕE(δt ⊗ f1) · · ·ϕE(δt ⊗ fn):.

Let ω̂ = ω(−i∇) =
√
−∆ +ν2. The self-adjoint operator

Ĥf = dΓ (ω̂)

is called the free field Hamiltonian in L2(Q). It follows that Ĥf = θWHfθ−1
W . From

the identity τ∗s τt = e−|s−t|ω̂ it follows that

I∗t Is = e−|s−t|Ĥf , s, t ∈ R. (16)

On L2(Rd)⊗L2(Q) we define the Nelson Hamiltonian by

Ĥ = Hp ⊗1l+1l⊗ Ĥf +gĤI,
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where ĤI =
∫ ⊕
Rd ĤI(x)dx with ĤI(x) = ϕ(φ̃(· − x)). Since H and Ĥ are unitarily

equivalent, we denote H for Ĥ for simplicity in what follows. Let (Bt)t≥0 be the
brownian motion on the probability space (X ,B(X ),W ).

Proposition 4.2 Suppose Assumption 3.1. Then for t ≥ 0 and F,G ∈ H ,

(F,e−tHG)H =
∫
Rd

dxEx
[
e−

∫ t
0 V (Bs)ds(F(B0), I∗0e−ϕE(

∫ t
0 δs⊗φ(·−Bs)ds)ItG(Bt))L2(Q)

]
.

(17)

Here F,G ∈ H are regarded as L2(Q)-valued L2-functions on Rd .

PROOF. See Appendix and see [14]. □
We call

I[0,t] = I∗0e−ϕE(
∫ t

0 δs⊗φ(·−Bs)ds)It

the integral kernel of the semi-group generated by H. Thus

(F,e−tHG)H =
∫
Rd

dxEx
[
e−

∫ t
0 V (Bs)ds(F(B0), I[0,t]G(Bt))L2(Q)

]
and we have

e−tHG(x) = Ex
[
e−

∫ t
0 V (Bs)dsI[0,t]G(Bt)

]
.

Moreover if HG = EG we have

G(x) = etEEx
[
e−

∫ t
0 V (Bs)dsI[0,t]G(Bt)

]
. (18)

We discuss the boundedness of the norm of I∗aeϕE( f )Ib for not only massive case but
also massless case. We see some intertwining properties of It and τt . We can identify
ϕE( f ) (resp.ϕ( f )) with 1√

2
(a∗E( f̂ )+ aE(

˜̂f )) (rep. 1√
2
(a∗M( f̂ )+ aM( ˜̂f ))). Under this

identification It can be recognised as a map from F (ĤM) to F (ĤE), i.e.,

It

n

∏
j=1

a∗M( f̂ j)Ω =
n

∏
j=1

a∗E(τ̂t f j)Ω

and I∗t as that from F (ĤE) to F (ĤM). It follows that on the finite particle sub-
space,

Ita∗M( f̂ ) = a∗E(τ̂t f )It , ItaM( f̂ ) = aE(τ̂t f )It , (19)

I∗t a∗E( f̂ ) = a∗M(τ̂∗t f )I∗t , I∗t aE(êt f ) = aM(τ̂∗t f )I∗t , (20)

where et = τtτ∗t . In particular

Ita∗M(τ̂∗t f ) = a∗E(êt f )It , ItaM(τ̂∗t f ) = aE(êt f )It = aE( f̂ )It , (21)

I∗t a∗E(τ̂t f ) = a∗M( f̂ )I∗t , I∗t aE(τ̂t f ) = aM( f̂ )I∗t . (22)
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Theorem 4.3 Suppose that f̂ ∈ ĤE and τ̂∗t f/
√

ω ∈ ĤM for t = a,b with a ̸= b.
Then I∗aeϕE( f )Ib is bounded and

∥I∗aeϕE( f )Ib∥ ≤ 2exp
(

1
4
∥ f̂∥ĤE

+

(
1∨ 1

|a−b|

)
(∥τ̂∗a f∥2

ω +∥τ̂∗b f∥2
ω)

)
.

Here x∨ y = max{x,y} and

∥τ̂∗a f∥ω = ∥τ̂∗a f/
√

ω∥L2(Rd)+∥τ̂∗a f/ω∥L2(Rd).

PROOF. By Baker-Campbell-Hausdorff formula we have

eϕE( f ) = e
1√
2

a∗E ( f̂ )e
1√
2

aE (
˜̂f )e

1
4 ∥ f̂∥2

ĤE .

The intertwining property yields that

I∗aeϕE( f )Ib = e
1√
2

a∗M(τ̂∗a f )e−|a−b|Hf e
1√
2

aM(
˜̂τ∗b f )e

1
4 ∥ f̂∥2

ĤE . (23)

Since e
1√
2

a∗M(τ̂∗a f )e−
|a−b|

2 Hf and e−
|a−b|

2 Hfe
1√
2

aM(
˜̂τ∗b f ) are bounded operators which op-

erator bounds are given by

∥e
1√
2

a∗M(τ̂∗a f )e−
|a−b|

2 Hf∥ ≤
√

2exp
{(

1∨ 1
|a−b|

)(
∥τ̂∗a f∥2

ĤM
+∥τ̂∗a f/

√
ω∥2

ĤM

)}
,

∥e−
|a−b|

2 Hfe
1√
2

aM(
˜̂τ∗b f )∥ ≤

√
2exp

{(
1∨ 1

|a−b|

)(
∥τ̂∗b f∥2

ĤM
+∥τ̂∗b f/

√
ω∥2

ĤM

)}
.

Hence together with them we have

∥I∗aeϕE( f )Ib∥ ≤ 2exp
(

1
4
∥ f̂∥2

ĤE
+

(
1∨ 1

|a−b|

)(
∥τ̂∗a f∥2

ω +∥τ̂∗b f∥2
ω

))
.

Then the proof is complete. □
Corollary 4.4 (Integral kernel) The integral kernel is given by

I[0,t] = e
1√
2

a∗M(Ut )e−tHfe
1√
2

aM(Ũt )e
1
4W ,

where Ut =
∫ t

0 dse−sω(k)e−ikBs φ̂(k)/
√

ω(k), Ut =
∫ t

0 dse−sω(k)eikBs φ̂(k)/
√

ω(k) and

W =
∫ t

0
dr
∫ t

0
ds
∫
Rd

dk
|φ̂(k)|2

ω(k)
e−|s−r|ω(k)e−ik(Bs−Br).

PROOF. This follows from (23) and the definition of I[0,t]. □
We consider special cases of Theorem 4.3.

Corollary 4.5 Let T ≥ 0. Let f ∈ HM , i.e., f̂/
√

ω ∈ L2(Rd). We set
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ΦX = ϕE

(∫ T

0
(τs f )(·−Bs)ds

)
.

Then (1) and (2) follow.
(1) Suppose that f̂/ω, f̂/

√
ω3 ∈ L2(Rd). Then

∥I∗0eΦX IT∥ ≤ 2exp
(

T
2
∥ f̂/ω∥2 +2(T ∨1)(∥ f̂/ω∥2 +∥ f̂/

√
ω3∥2)

)
. (24)

(2) Suppose that f̂/ω ∈ L2(Rd). Then

∥I∗0eΦX IT∥ ≤ 2exp
(

T
2
∥ f̂/ω∥2 +2T (T ∨1)(∥ f̂/

√
ω∥2 +∥ f̂/ω∥2)

)
. (25)

PROOF. We see that∥∥∥∥∫ T

0
τs f ds

∥∥∥∥2

ĤE

=
∫ T

0
ds
∫ T

0
dt(e−|s−t|ω f̂ , f̂ )ĤM

≤ 2T∥ f̂/ω∥2.

We can also see that∥∥∥∥τ∗T
∫ T

0
τs f ds

∥∥∥∥2

HM

≤ T∥ f̂/ω∥2,

∥∥∥∥τ∗T
∫ T

0
τs f ds/

√
ω
∥∥∥∥2

HM

≤ T∥ f̂/
√

ω3∥2,∥∥∥∥τ∗0
∫ T

0
τs f ds

∥∥∥∥2

HM

≤ T∥ f̂/ω∥2,

∥∥∥∥τ∗0
∫ T

0
τs f ds/

√
ω
∥∥∥∥2

HM

≤ T∥ f̂/
√

ω3∥2.

Then (1) follows from Theorem 4.3. For (2) we can estimate as∥∥∥∥τ∗T
∫ T

0
τs f ds

∥∥∥∥2

HM

≤ T 2∥ f̂/
√

ω∥2,

∥∥∥∥τ∗T
∫ T

0
τs f ds/

√
ω
∥∥∥∥2

HM

≤ T 2∥ f̂/ω∥2,∥∥∥∥τ∗0
∫ T

0
τs f ds

∥∥∥∥2

HM

≤ T 2∥ f̂/
√

ω∥2,

∥∥∥∥τ∗0
∫ T

0
τs f ds/

√
ω
∥∥∥∥2

HM

≤ T 2∥ f̂/ω∥2.

Then (2) follows. □
We can plug (24) and (25). Let

E( f̂ ) = max
{ 1

2∥ f̂/ω∥2 +2(∥ f̂/ω∥2 +∥ f̂/
√

ω3∥2)
1
2∥ f̂/ω∥2 +2(∥ f̂/

√
ω∥2 +∥ f̂/ω∥2)

}
. (26)

Definition 4.1 (Infrared regular condition) The condition∫
Rd

|φ̂(k)|2

ω(k)3 dk < ∞

is called the infrared regular condition.
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Corollary 4.6 (Integral kernel under infrared regular condition) Let ΦX be in
Corollary 4.5. Suppose that f̂/

√
ω, f̂/ω ∈ L2(Rd) and

∫
Rd |φ̂(k)|2/ω(k)3dk < ∞.

Then it follows that

∥I∗0eΦX IT∥ ≤ 2eT E(φ̂), T ≥ 0. (27)

PROOF. We have

∥I∗0eΦX IT∥ ≤ 2exp
(

T
2
∥ f̂/ω∥2 +2T (∥ f̂/ω∥2 +∥ f̂/

√
ω3∥2)

)
for T ≥ 1, and

∥I∗0eΦX IT∥ ≤ 2exp
(

T
2
∥ f̂/ω∥2 +2T (∥ f̂/

√
ω∥2 +∥ f̂/ω∥2)

)
for T ≤ 1. Then (27) is shown. □

4.2 Kato-class potentials

Definition 4.2 (Kato-class potentials [1, 11])(1) V : Rd → R is called a Kato-
class potential whenever

lim
r→0

sup
x∈Rd

∫
Br(x)

|g(x− y)V (y)|dy = 0

holds, where Br(x) is the closed ball of radius r centered at x, and

g(x) =


|x|, d = 1,
− log |x|, d = 2,
|x|2−d , d ≥ 3.

We denote this linear space by K (Rd).
(2) V is Kato-decomposable whenever V = V+−V− with V+ ∈ L1

loc(Rd) and V− ∈
K (Rd).

Lemma 4.7 ([3]) Let 0 ≤V ∈ K (Rd). Then there exist β ,γ > 0 such that

sup
x∈Rd

Ex[e
∫ t

0 V (Bs)ds]< γeβ t . (28)

Furthermore, if V ∈ Lp(Rd) with p > d/2 and 1 ≤ p < ∞, then

β ≤ c(p)1/εΓ (ε)1/ε∥V∥1/ε
p , (29)
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where ε = 1− d
2p and

c(p) =
{
(2π)−d/2 p = 1,
(2π)−d/2pqd/(2q) p > 1

with 1
p +

1
q = 1. In particular Lp(Rd)⊂ K (Rd) for p > d/2 and 1 ≤ p < ∞.

PROOF. There exists t∗ > 0 such that αt = supx∈Rd Ex[
∫ t

0 V (Bs)ds]< 1, for all t ≤ t∗,
and αt → 0 as t → 0. By Khasminskii’s lemma we have

sup
x∈Rd

Ex[e
∫ t

0 V (Bs)ds]<
1

1−αt
(30)

for all t ≤ t∗. We obtain

Ex[e
∫ 2t∗

0 V (Bs)ds] = Ex[e
∫ t∗

0 V (Bs)dsEBt∗ [e
∫ t∗

0 V (Bs)ds]]≤
(

1
1−αt∗

)2

.

Repeating this procedure we see that

sup
x∈Rd

Ex[e
∫ t

0 V (Bs)ds]≤
(

1
1−αt∗

)[t/t∗]+1

(31)

for all t > 0, where [z] = max{w ∈ Z|w ≤ z}. Setting γ = ( 1
1−αt∗

) and β =

log
{
( 1

1−αt∗
)1/t∗

}
. This proves (28). Next we prove (29). Suppose V ∈ Lp(Rd) with

p > d/2 and 1 ≤ p < ∞. We let p > 1. By Schwarz inequality we have

Ex[V (Bt)]≤ (2πt)−d/2
(∫

Rd
e−|x−y|2q/(2t)

)1/q

∥V∥p = (2πt)−d/(2p)qd/(2q)∥V∥p.

In particular we have

∥Ex[V (Bt)]∥∞ ≤ c(p)t−d/(2p)∥V∥p, p > 1.

We introduce a Mittag-Leffler function which is defined by mb(x) =∑∞
k=0

1
Γ (1+kb)xk,

where Γ denotes the Gamma function, x ∈ R and b > 0. It is known that Mittag-
Leffler function mb(x) satisfies that limx→∞(mb(x)− 1

b ex1/b
) = 0 and there exists

kb > 0 such that mb(x) ≤ kbex1/b
for all x > 0. Let 0 ≤ s1 ≤ s2 ≤ ·· · ≤ sk. By the

Markov property of Brownian motion we have

Ex[V (Bs1) · · ·V (Bsk)]≤ c(p)k∥V∥k
ps−d/(2p)

1 (s2 − s1)
−d/(2p) · · ·(sk − sk−1)

−d/(2p).

Then
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Ex

[
1
k!

[∫ t

0
V (Bs)ds

]k
]

≤ c(p)k∥V∥k
p

∫ t

0
ds1 · · ·

∫ t

sk−1

dsks−d/(2p)
1 (s2 − s1)

−d/(2p) · · ·(sk − sk−1)
−d/(2p)

=
(c(p)∥V∥ptεΓ (ε))k

Γ (1+ kε)
,

where ε = 1− d
2p > 0. Then it can be derived that

sup
x∈Rd

Ex[e
∫ t

0 V (Bs)ds]≤ mε (c(p)∥V∥pΓ (ε)tε)≤ kε ec(p)1/ε∥V∥1/ε
p Γ (ε)1/ε t .

Then (29) is proven. Let p = 1. Then d = 1 and it follows directly that

Ex [V (Bt)]ds ≤ (2πt)−1/2∥V∥1 = c(1)t−1/2∥V∥1.

Hence (29) is proven in a similar way to the case of p > 1. □
We introduce Assumption 4.1.

Assumption 4.1 The following conditions hold:

(1) φ ∈ S ′(Rd), φ̂(k) = φ̂(−k) and φ̂/ω, φ̂/
√

ω ∈ L2(Rd).
(2) V is Kato-decomposable.

Suppose Assumption 4.1 and define the family of operators

(TtF)(x) = Ex[e−
∫ t

0 V (Br)drI[0,t]F(Bt)].

Lemma 4.8 Tt is bounded.

PROOF. Let F ∈ HN. Since ∥I[0,t]F(Bt)∥ ≤ 2eE(t)∥F(Bt)∥, where E(t) is given by

E(t) =
t
2
∥φ̂/

√
ω∥2 +2t(1∨ t)(∥φ̂/

√
ω∥2 +∥φ̂/ω∥2),

from

∥TtF∥2
HN

=
∫
Rd

dx∥Ex[e−
∫ t

0 V (Br)drI[0,t]F(Bt)]∥2
L2(Q)

it follows that

∥TtF∥2
HN

≤ 2
∫
Rd

dxE[e−2
∫ t

0 V (Br+x)dr]E[∥F(Bt + x)∥2]e2E(t).

Since V is Kato-decomposable, we have supx∈Rd E[e−2
∫ t

0 V (Br+x)dr] = C < ∞, and
thus ∥TtF∥2

HN
≤ 4Ce2E(t)∥F∥2

HN
follows. □

We note that if infrared regular condition
∫
Rd |φ̂(k)|2/ω(k)3dk < ∞ holds, then

∥I[0,t]∥ ≤ 2eE(t) can be replaced with
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∥I[0,t]∥ ≤ 2etE(φ̂). (32)

In what follows we show that {Tt : t ≥ 0} is a symmetric C0-semigroup. To do that
we introduce the time shift operator ut on L2(Rd) by

ut f (x) = f (x0 − t,x), x = (x0,x) ∈ R×Rd .

It is straightforward that u∗t = u−t and u∗t ut = 1. We denote the second quantization
of ut by Ut = ΓE(ut) which acts on L2(QE) and is a unitary map. We can see that
Ut Is = Is+t . We set

Kt =
∫ t

0
δs ⊗φ(·−Bs)ds.

Lemma 4.9 TsTt = Ts+t holds for s, t ≥ 0.

PROOF. By the definition of Tt we have

TsTtF = Ex[e−
∫ s

0 V (Br)drI[0,s]EBs [e−
∫ t

0 V (Br)drI[0,t]F(Bt)]]. (33)

By the formulae IsI∗0 = IsI∗sU∗
−s = EsU∗

−s and It =U−sIt+s, (33) is equal to

Ex[e−
∫ s

0 V (Br)drI∗0e−ϕE(Ks)EsEBs [e−
∫ t

0 V (Br)drU∗
−se

−ϕE(Kt )U−sIt+sF(Bt)]]. (34)

Since Us is unitary, we have U∗
−se

−ϕE(Kt )U−s = e−ϕE(u∗−sKt ) as an operator. The test
function of the exponent u∗−sKt is given by

u∗−sKt =
∫ t

0
δr+s ⊗ φ̃(·−Br)dr.

Moreover by the Markov property of Et , t ∈ R, we may neglect Es in (34), and by
the Markov property of (Bt)t≥0 we have

TsTtF =Ex[e−
∫ s

0V (Br)drI∗0e−ϕE(Ks)Ex[e−
∫ s+t

s V (Br)dre−ϕE(Ks+t
s )Is+tF(Bs+t)|Fs]]

= Ex[e−
∫ s+t

0 V (Br)drI∗0e−ϕE(Ks+t )Is+tF(Bs+t)] = Ts+tF,

where Ks+t
s =

∫ s+t
s δr ⊗ φ̃(· − Br)dr and (Ft)t≥0 denotes the natural filtration of

(Bt)t≥0. □
The strong continuity of the map t 7→ Tt on HN can be checked, while T0 = 1 is

trivial.

Theorem 4.10 Semigroup {Tt : t ≥ 0} is a symmetric C0-semigroup.

PROOF. Since it was shown that {Tt : t ≥ 0} is a C0-semigroup, it is enough to
show that Tt is symmetric, i.e., (F,TtG) = (TtF,G). Let R = ΓE(r) be the second
quantization of the reflection r, and Ut = ΓE(ut). Then we have

(F,TtG) =
∫
Rd

dxEx
[
e−

∫ t
0 V (Bs)ds(ItF(B0),e−ϕE(ut rKt )I0G(Bt))

]
,
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where utrKt =
∫ t

0 δt−s⊗ φ̃(·−Bs)ds. Noticing that Ḃs = Bt−s−Bt
d
= Bs for 0 ≤ s ≤ t.

Thus we can replace Bs with Ḃs. Thus

(F,TtG) =
∫
Rd

dxE[e−
∫ t

0 V (Ḃs+x)ds(ItF(Ḃ0 + x),e−ϕE(ut rK̇t )I0G(Ḃt + x))].

Here K̇t =
∫ t

0 δs ⊗ φ̃(·− Ḃs)ds. Exchanging
∫
Rd dx and

∫
X dW 0, and changing vari-

able −Bt + x to y, we have

(F,TtG) =
∫
Rd

dyE[e−
∫ t

0 V (Bt−s+y)ds(ItF(Bt + y),e−ϕE(K̃t )I0G(B0 + y))].

Here K̃t =
∫ t

0 δt−s ⊗ φ̃(· −Bt−s − y)ds. Thus we conclude that (F,TtG) = (TtF,G)
and the theorem follows. □

By Theorem 4.10 there exists a self-adjoint operator HKato such that Tt = e−tHKato

for t ≥ 0.

Definition 4.3 (Nelson Hamiltonian with Kato-class potential) Let V be a Kato -
decomposable potential. Then we call the self-adjoint operator HKato Nelson Hamil-
tonian with Kato-class potential V .

In what follows notational simplicity we also write H for HKato. I.e., the Nelson
Hamiltonian written by H but with Kato-decomposable potential is understood as
HKato.

4.3 Martingales

Let us consider the Schrödinger operator Hp =− 1
2 ∆ +V . Let f be an eigenvector

of Hp; Hp f = Ep f . Then we define the random process

ht(x) = etEpe−
∫ t

0 V (Br+x)dr f (Bt + x), t ≥ 0.

Note that E[ht(x)] = f (x) for all t ≥ 0. We see that the random process (ht(x))t≥0
is martingale with respect to (Ft)t≥0. We extend this to the Nelson Hamiltonian.
Suppose that E is an eigenvalue associated with a bound state Φ ;

HΦ = EΦ .

Define

Ht(x) = etEe−
∫ t

0 V (Br+x)dre−ϕE(
∫ t

0 δr⊗φ(·−x−Br)dr)ItΦ(Bt + x). (35)

Then (Ht(x))t≥0 is a random process on (X ×QE,B(X )×ΣE,W ×µE) for each
x ∈ Rd . By the functional integral representation we have

(Ψ ,Φ) = (Ψ ,e−t(H−E)Φ) =
∫
Rd

dxEµE [Ψ̄(x)E[I∗0Ht(x)]].
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Hence it follows that Φ(x) = (e−t(H−E)Φ)(x) = E[I∗0Ht(x)]. Define the filtration
(Mt)t≥0 by

Mt = Ft ×Σ(−∞,t], t ≥ 0.

Theorem 4.11 Suppose Assumption 4.1. Then (Ht(x))t≥0 is martingale with respect
to (Mt)t≥0.

PROOF. Let us set

K(0,s) = e−
∫ s

0 V (Br+x)dre−ϕE(
∫ s

0 δr⊗φ(·−x−Br)dr).

We have

EµEE [Ht(x)|Ms] = etEK(0,s)EµEE [K(s, t)Φ(Bt + x)|Ms]

We compute the conditional expectation of the right-hand side above. From Markov
property of (Bt)t≥0 it follows that

EµEE [K(s, t)ItΦ(Bt + x)|Ms]

= EµE

[
EBs
[
e−

∫ t−s
0 V (Br+x)dre−ϕE(

∫ t
s δr⊗φ(·−x−Br−s)dr)ItΦ(Bt−s + x)|Σ(−∞,s]

]]
.

From the Markov property of projection Es = IsI∗s it furthermore follows that

= EµE

[
EBs
[
e−

∫ t−s
0 V (Br+x)dre−ϕE(

∫ t
s δr⊗φ(·−x−Br−s)dr)ItΦ(Bt−s + x)|Σs

]]
= EsEBs

[
e−

∫ t−s
0 V (Br+x)dre−ϕE(

∫ t
s δr⊗φ(·−x−Br−s)dr)ItΦ(Bt−s + x)

]
.

Let Us = Γ (us), where us : E → E denotes the time-shift operator defined by
us f (t,x) = f (t + s,x). Since the shift operator and the projection are related to
Es = IsI∗0U−s, we have

= IsI∗0U−sEBs
[
e−

∫ t−s
0 V (Br+x)dre−ϕE(

∫ t
s δr⊗φ(·−x−Br−s)dr)ItΦ(Bt−s + x)

]
= IsI∗0EBs

[
e−

∫ t−s
0 V (Br+x)dre−ϕE(

∫ t
s δr−s⊗φ(·−x−Br−s)dr)It−sΦ(Bt−s + x)

]
= IsI∗0EBs [K(0, t − s)It−sΦ(Bt−s + x)] .

Hence we conclude that

EµEE [Ht(x)|Ms] = esEK(0,s)e−(t−s)(H−E)Φ(Bs + x) = Hs(x).

Then (Ht(x))t≥0 is martingale. □
Let τ be a stopping time with respect to Mt . Then Ht∧τ(x) is also martingale. In

particular EµEE[Ht(x)] = EµEE[Ht∧τ(x)].
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4.4 Main theorem

In tis section we assume that Φ is a bound state of H: HΦ = EΦ .

Lemma 4.12 Suppose Assumption 4.1. Then ∥Φ(·)∥L2(Q) ∈ L∞(Rd).

PROOF. It follows that Φ(x) = EµEE[I∗0Ht(x)] for an arbitrary t > 0. Since we can
see that I[0,t] is bounded and ∥I[0,t]∥ ≤ 2eE(t), we obtain

∥Φ(x)∥ ≤ 2etEeE(t)
(
Ex[e−2

∫ t
0 V (Br)dr]

)1/2 (
Ex[∥Φ(Bt)∥2]

)1/2
.

Since supx∈Rd Ex[e−2
∫ t

0 V (Br)dr]< ∞ and Ex[∥Φ(Bt)∥2]≤C∥Φ∥, the lemma follows.
□

Now we state the main theorem in this article.

Theorem 4.13 (Point-wise exponential decay) Suppose Assumption 4.1 and in-
frared regular condition

∫
Rd |φ̂(k)|2/ω(k)3dk < ∞. Assume either (1) or (2):

(1)lim|x|→∞ V (x) = ∞,
(2)lim|x|→∞ V−(x)+E +E(φ̂)< 0.

Then there exist constants c and C such that

∥Φ(x)∥L2(Q) ≤Ce−c|x|.

PROOF. Suppose (1). Let τR = inf{t||Bt | > R}. Then τR is a stopping time with
respect to the natural filtration of the Brownian motion (Bt)t≥0. Let

WR(x) = inf{V (y)||x− y|< R}.

Note that WR(x)≤V (x+ y) for |y|< R, and we see that

XR(x) =WR(x)−E −E(φ̂)→ ∞ (|x| → ∞).

Let Ψ ∈ L2(Q). Then I0Ψ ·Ht(x) is also martingale. Actually we can see that

EµEE[I0Ψ ·Ht(x)|Ms] = I0Ψ ·EµEE[Ht(x)|Ms] = I0Ψ ·Hs(x).

Hence it follows that

(I0Ψ ,Φ(x))L2(Q) = EµEE[I0Ψ ·H0(x)] = EµEE[I0Ψ ·Ht∧τR(x)].

Boud ∥I[0,t]∥ ≤ 2etE(φ̂) is derived from the infrared regular condition and the expo-
nent is linear in t. Then



22 F.Hiroshima

∥Φ(x)∥= sup
Ψ∈L2(Q),∥Ψ∥=1

|(I0Ψ ,Φ(x))|= |EµEE[I0Ψ ·Ht∧τR(x)]|

≤ ∥E[I∗0Ht∧τR(x)]∥ ≤ 2E[e−
∫ t∧τR

0 (V (Br+x)−E−E(φ̂))dr] sup
x∈Rd

∥Ψg(x)∥.

Then it is enough to estimate E[e−
∫ t∧τR

0 (V (Br+x)−E−E(φ̂))dr]. Let

E[e−
∫ t∧τR

0 (V (Br+x)−E−E(φ̂))dr]≤ E[1l{τR<t}e−(t∧τR)XR(x)]+E[1l{τR≥t}e−(t∧τR)XR(x)].

It is trivial to see that E[1l{τR≥t}e−(t∧τR)XR(x)]≤ e−tXR(x). We also see that

E[1l{τR<t}e−(t∧τR)XR(x)]≤ E[1l{|Bt |≥R}] =
Sd−1

(2π)d/2

∫ ∞

R/
√

t
e−r2/2rd−1dr ≤ c1e−c2R2/t .

Let R = p|x| (0 < p < 1) and t = δ |x|, where we assume that δ is a positive constant.
Since Xp|x|(x)→ ∞ as |x| → ∞, we have

E[e−(t∧τR)XR(x)]≤ e−δ |x|c + c1e−c2(p2/δ )|x|.

Then the theorem follows. Next suppose (2). Let τR(x) = inf{t ≥ 0||Bt + x| ≤ R}.

Similarly to (1) it is enough to estimate E[e
∫ t∧τR(x)

0 (V−(Br+x)+E+E(φ̂))dr]. By the as-
sumption on V−, there exist ε > 0 and R > 0 such that for all |x| > R it holds that
V−(x)+E +E(φ̂) < −ε < 0. By the definition of stopping time |Br + x| ≥ R for
r ≤ t ∧ τR(x). Then the integrand in

∫ t∧τR
0 (V−(Br + x)+E +E(φ̂))dr is less than

−ε . Hence

E[e
∫ t∧τR(x)

0 (V−(Br+x)+E+E(φ̂))dr]≤ E[e−(t∧τR(x))ε ]

= E[1l{t<τR(x)}e−tε ]+E[1l{t≥τR(x)}e−τR(x)ε ]≤ e−tε +Ex[1l{t≥τR(0)}].

We have Ex[1l{t≥τR(0)}] = (2π)−d/2 ∫
|u|≤R/t e

− 1
2 (|u|

2−2 u·x√
|x|
+

|x|2
t )

du. Set t = R = |x|.
Then

Ex[1l{t≥τR(0)}]≤ (2π)−d/2e
√

|x|− 1
2 |x|
∫
|u|≤1

e−
1
2 |u|

2
du ≤ c1e−c2|x|

and
E[e

∫ t∧τR(x)
0 (V−(Br+x)+E+E(φ̂))dr]≤ e−ε|x|+ c1e−c2|x|.

Thus the proof is complete. □
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5 Proof of Proposition 4.2

PROOF. For ε ≥ 0 let ĤI
ε
= ρε(ĤI), where ρε(X)=X+εX2. Then ĤI

ε is bounded
below for ε > 0. We can also see that e−tHε → e−tH strongly as ε ↓ 0. We shall con-
struct a functional integral representation of (F,e−tHε

G) for ε > 0 and by a limiting
argument we construct that of (F,e−tHG) for ε = 0. Assume that V ∈C∞

0 (Rd). Let
h = (−1/2)∆ . By the Trotter-Kato product formula [12, 13] and e−|s−t|Ĥf = I∗s It , we
have

(F,e−tHε
G) = lim

n→∞

(
I0F,

(
n−1

∏
j=0

I jt
n

e−
t
n ĤI

ε
e−

t
n he−

t
nV I∗jt

n

)
ItG

)
.

Here ∏n
j=1 t j = t1 · · · tn. Using the identity Ise−ĤI

ε
Is = Ese−ĤI

ε
(s)Es for s ∈ R, where

ĤI
ε
(s) =

∫ ⊗

Rd
ρε (ϕE(δs ⊗φ(·− x)))dx

and Es = IsI∗s is a projection, we can see that

(F,e−tHε
G) = lim

n→∞

(
I0F,

(
n−1

∏
j=0

E jt
n

e−
t
n ĤI

ε
( jt

n )e−
t
n he−

t
nV E jt

n

)
ItG

)
.

By the Markov property of Es’s we can neglect Es’s. Then

(F,e−tHε
G) = lim

n→∞

(
I0F,

(
n−1

∏
j=0

e−
t
n ĤI

ε
( jt

n )e−
t
n he−

t
nV

)
ItG

)
.

The right-hand side above can be represented in terms of the Wiener measure as

(F,e−tHε
G) = lim

n→∞

∫
Rd

dxEx
[
e
−∑n−1

j=0 V (B jt
n
)(

I0F(B0)e
−∑n−1

j=0
t
n ĤI

ε
( jt

n )ItG(Bt)
)]

.

Note that s 7→ δs ⊗φ(·−Bs) is strongly continuous as a map R→ E , almost surely.
Hence s 7→ ϕE(δs ⊗φ(·−Bs)) is also strongly continuous as a map R → L2(QE).
Then we can compute the limit and the result is

(F,e−tHε
G) =

∫
Rd

dxEx
[
e−

∫ t
0 V (Bs)ds

(
I0F(B0),e−εQt−ϕE(

∫ t
0 δs⊗φ(·−Bs)ds)ItG(Bt)

)]
.

Here Qt =
∫ t

0 ϕE(δs ⊗φ(·−Bs))
2ds. Take ε ↓ 0 on both sides above we have

(F(B0),e−tHG) =
∫
Rd

dxEx
[
e−

∫ t
0 V (Bs)ds

(
I0F(B0),e−ϕE(

∫ t
0 δs⊗φ(·−Bs)ds)ItG(Bt)

)]
.

Then the theorem follows for V ∈ C∞
0 (Rd). By a simple limiting argument we can

prove (17) for V ∈ R. □
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