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Abstract

With the help of a general methodology of asymptotic expansions for mixing processes,
we obtain an asymptotic expansion for a special class of stochastic processes which is partly
described by a stationary non-Gaussian Ornstein-Uhlenbeck process (OU process) with an
invariant distribution F. Our results include (i) a higher order asymptotics as well as a
central limit theorem in Barndorff-Nielsen and Shephard’s stochastic volatility model; and
also (ii) an asymptotic expansion for a natural estimator for the location of F'. The Malliavin
calculus formulated by Bichteler, Gravereaux and Jacod for processes with jumps and the
exponential mixing property of the OU process play substantial roles, where especially the
former ensures a “conditional type Cramér condition” under a truncation. Owing to several
inherent properties of OU processes, the regularity conditions for the expansions can be easily
verified, and moreover, the coefficients of the expansions up to any order can be explicitly
computed.
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1 Introduction

In this paper, we are concerned with the model (X,Y’) = {(X¢,Y}) }ier, given by

{dXt — \X,dt + dZ,, O

dY, = (v+ BXy)dt + 0v/Xdw, + pdZ;, Yy =0,

where Z = (Z;)ier, and w = (w;)icr, denote a Lévy process and a Wiener process independent
of Z, respectively, and (\,7,3,0,p) € (0,00) x R* are constants. The process X is called
an Ornstein-Uhlenbeck process (OU process), where the initial variable X is supposed to be
independent of (Z,w). The positivity of A together with a mild condition on the Lévy measure of
Z ensure existence of an invariant distribution of X, which is necessarily selfdecomposable; see
references given in Section 2.4 for details. The purpose of this paper is to obtain the Edgeworth
expansion of an expectation E[f(T~'/?Hy)] as T — oo, where

Hr =Yr — E[Y7] (2)

and f : R — R is a measurable function at most polynomial growth; see Section 2.1 for rigorous
formulation. Within the original model (1), we single out the following two exclusive cases:

Case A. 0 # 0 and Z is a subordinator (i.e. a strictly increasing Lévy process);
Case B. 0 =0, 3#0 and pA+ 3 #0.

In both cases, we shall suppose that X is strictly stationary with a stationary distribution
admitting moments of any order, and also that the generating triplet of Z satisfies mild regularity
conditions. There is a substantial difference between these two cases, that is, there is no need
for Z being a subordinator in Case B. On the other hand, our proof for Case A essentially relies
on the fact that Z is a subordinator, so that the proofs will be given separately. We do not deal
with the case where § = 6 = 0; in this case, Y is merely a Lévy process and the expansion is
trivial.

Case A (with § = 1) corresponds to Barndorff-Nielsen and Shephard’s continuous-time
stochastic volatility model, in which X stays in R and describes a time-varying volatility:

dX, = —MXydt + dZy,,
Yy, = (y+BXy)dt + VXidw; + pdZy, Yo =0.

Here the unusual timing dZy; for dZ; is their custom (then, a given marginal distribution of X
is unchanged whatever A\ > 0 is); of course, this is not essential for validity of the expansion,
and we do not here employ it in order to make the discussion unified. This model not only
captures several stylized features in finance and turbulence, but also offers a great deal of analytic
tractability. See Barndorff-Nielsen and Shephard (2001) and Barndorff-Nielsen (1998) for details,
and also Barndorff-Nielsen et al. (2002) for a summary of recent developments in this direction.
If X is ergodic, then the martingale central limit theorem yields

T T
T2 <YT — T — ﬂ/ Xods — p(Zp — E[ZT])> = T—1/2/ VX dw,
0 0

Z. N1(0, E[Xo))

3)



as T — oo. Barndorff-Nielsen and Shephard call (3) “aggregational Gaussianity”, which is
recognized as one of important stylized features in turbulence as well as finance: here the
ergodicity of X is indeed ensured by our Assumption 1 (cf. Masuda (2004)). In this paper, we
consider the term “aggregational Gaussianity” as the central limit effect of T-'/2Hy, the log-
returns for long time-lags: thus our setup in principle includes (3) with v = = p = 0. For real
market data, it is quite well known that a distribution of log-returns exhibits non-Gaussianity for
short time-lags and approximate Gaussianity for long time-lags. For this reason, it is interesting
to investigate the higher order asymptotics of & (Tﬁl/ 2Hr) as well as its central limit effect
(first order result), so that we obtain a result which simultaneously explain non-Gaussianity for
small (less of long) T and approximated Gaussianity for large 7" simultaneously. Our first result
(Theorem 1) provides this.

Turning to Case B, the Lévy process Z here may take negative values due to absence of
the diffusion coefficient 6v/X; of H. In this case, the regularity of (X, H), which plays an
essential role in derivation of expansions for Markov processes, is inferior to that in Case A since
we have only one-dimensional random input Z against the two-dimensional objective (X, H);
hence it is not obvious that £ (X, H) possesses enough regularity. In particular, for pure-jump
Z, this distributional problem is mathematically interesting in its own right. Under rather
mild conditions, our second result (Theorem 2) guarantees the expansion even in pure-jump
situations.

It will turn out that the restriction pA + 3 # 0 is necessary for non-degeneracy of the limit
distribution of T-Y2Hp. A simple explanation is as follows. From the expression

t
X, = e MX) + / e M=)z (4)
0
we have
t
Yi=at+ (84 o)) [ Xds-+ p(Xs - Xo). (5)
0

Therefore if 3+ pA = 0, then
T Y2 Hy = pTV2(Xp — Xo) 5 0

as T' — o0, so that the limiting distribution is degenerate and hence the problem becomes
meaningless.

Case B includes the following statistical implication. Forget the process Y for a moment,
and suppose that we can directly observe {X; : 0 < t < T'}. Estimation of 6y = E[Xp] (the
mean of the stationary distribution) is a basic problem, and a natural estimator is given by
Op = T-1 f(;f X,ds. Then, we easily see that

TV2Hp = TY2(07 — 6y)

with 8 = 1 and v = p = 0, hence the consistency, asymptotic normality, and higher order
expansion of fp are obtained according to Theorem 2.

An important and remarkable feature common to Cases A and B is that we can explicitly
write down the coefficients of the asymptotic expansions up to any order, utilizing the relation

t t
/ Xsds =n(\ )Xo —|—/ n(At — s)dZs, (6)
0 0



where n(\,u) = A~H(1 — e *): the formula (6) directly follows from the explicit expression (4),
or, the affine structure of the process, see Duffie et al. (2003). One can consults Barndorff-
Nielsen and Shephard (2003) for a detailed analysis of integrated OU processes.

Our goals will be achieved, applying a general methodology of asymptotic expansions for
mixing processes developed in Yoshida (2004) (see also the previous works Kusuoka and Yoshida
(2000), Sakamoto and Yoshida (1999), and Uchida and Yoshida (2004) for some statistical
applications in this direction), together with the exponential mixing property of OU processes
proved in Masuda (2004). The integration-by-parts formula plays a fundamental role to induce
the decay of the characteristic function of T-1/2Hp. However, as is well-known in this area,
the direct validation of the Edgeworth expansion, namely direct estimate of the characteristic
function of T-/2Hyp, is intractable. Just for reference, let us mention this briefly. Lemma 3.1
below, which is more or less well known, and conditional argument (note that here X and w are
independent) enable us to write down the characteristic function of T~Y/2Hz as

o TV2Hy) = exp{—z‘uT“Q(ﬁMp)g[XoJ}
BONE v
exp { /O " log Elexp K (u. s)Zl}]ds}, (7)

where the complex-valued function K is given by
K(1,5) = 2o+ B0 5)} = 2n(h,)
u, s _T1/2 p A, 8 2T"7 yS8);
whose real part is negative, so that Flexp{K (u, s)Z;}] indeed exists since Z is a subordinator;
see e.g. Sato [19, Theorem 30.1]. The most direct route to obtain the Edgeworth expansion is
estimating o(u; T~1/2Hy) for large |ul; this is called the “global approach” recently developed in
Yoshida [21, 22] covering processes with jumps. Unfortunately, the expression of | (u; T~/2 Hr)|

involves the following rather intractable term coming from the Lévy-integral part in (7):

exp { /OT /R+ <exp [z{%(p-i—ﬁn()\,s)) _ %n(/\,s)}] _ 1) Hz(dz)ds}

where Iz denotes the Lévy measure of Z. Hence we shall take another route.

In this paper we are going to look at the “local approach”, which is initiated by Gotze and
Hipp [10] recently extended to continuous-time framework by Yoshida [23]. [See also the previous
works Kusuoka and Yoshida [11], Sakamoto and Yoshida [17, 18], and Uchida and Yoshida [23]
for some statistical applications in this direction.] According to the Markov property of X as
well as its exponential mixing property, this approach will turn out to be tailor-made for our
aim. The main task is then to establish the following estimate for some t°, B > 0, which results
from the integration-by-parts formula:

9

E | sup |Efpe™0|Xo, Xpl| | <1, (8)
|u|>B

where 9 fulfilling E[¢)] > 0 is a truncation functional, which enables us to extract a “nice event”.
Though (8), called the “conditional type Cramér condition”, is generally not easy to verify,
the concrete structure of the model (1) considerably simplifies the task. Also, the truncation



technique is often inevitable, and this is indeed the case for our goal. In the proof we shall
construct v in a tangible way in order to avoid the irregular square-root diffusion coefficient of
Y, and consequently validate the expansion. See Section 4 for details.

The main results are given in Section 2, and then Section 3 presents the explicit formulae
for the asymptotic expansions. The proofs of the main results are given in Section 4.

2 The results

Let B = (Q,.7,F = (%)icr, P) be a stochastic basis. Suppose that

— in Case A, B is endowed with an F-adapted non-trivial subordinator Z and an F-adapted
Wiener process w as well as an .%p-measurable random variable X independent of (w, Z);

— or, in Case B, B is endowed with an F-adapted non-trivial Lévy process Z as well as an
Fo-measurable random variable X independent of Z.

Throughout this article, ¢(u;&) stands for the characteristic function of £ indicating a random
variable or a distribution, and we write k(u;&) = log¢(u;&) for the corresponding cumulant
transform. The (partial) differentiation with respect to some variable v will be denoted by 0,,
or simply by 0 when there is no confusion.

We denote by (bz,Cz,I1z) the generating triplet of Z:

(s Z1) = exp {t(ibzu _ %CZUQ + /R ez 1 — iuzl{|z|<1}(z))HZ(dz)) } ()

where by € R, Cz > 0, and the Lévy measure II; defined on R is a o-finite measure meeting
I12({0}) = 0 and f0<‘z‘<1 2?Tz(dz) < oo. If Z is in particular a subordinator, (9) can be written

in the form of
o(u; Zy) = exp {t(ibzu —I—/ (e™® — I)Hz(dz)> },
Ry

where bz > 0, suppllz C Ry and [,_, ., 211z(dz) < oco.

2.1 Formulation of the asymptotic expansion

Before stating our results, let us briefly present the formulation of the Edgeworth expansion; see
Yoshida (2004) for a more general exposition.
Denote by X, r(u) the r-th cumulant function of T~Y2Hr (r € N, r > 2), where H is defined

by (2):
Xr.r () = 9, log Elexp(iuT " Hr)).
Define P, 7(u) by the formal expansion

exp (i %XT,T(U)> = exp <%X2,T(u)> + i TP r(u).

r=2 r=1
Fix p € N (p > 3), and define ¥, 7(u) by
. 1 p=2 5
U, r(u) = exp <§XT72(U)> + Z T_T/QPr,T(U)-

r=1



Then the (p — 2)-th Edgeworth expansion, say ¥, 7, is defined by the Fourier inversion of \ilva.
Denote by ¢(+;%) the one-dimensional Gaussian density with mean zero and variance ¥ > 0,
and let h,(y;X) stand for the r-th Hermite polynomial associated with ¢(-;X):

he(y; B) = (1) ¢(y; )10 p(y: ).

Put x,7 = (—4)"x»,7(0) (the r-th cumulant of T_I/QHT) and write x2,7 as Y7 for convenience:
in our case, x,7 = O(T~"=2/2) for T — oo. Then the density of ¥, with respect to the
Lebesgue measure is given by

gp(y; T2 Hy) = {1+ Gy (y) o (y; X1),

where

k
Xk142,T ****  Xkg+2,T
_ 1 2T7).
GnT(y) Z Z : Nk +2) - (K +2)!hk+2l(yv T)

For instance, the third-order approximation g4(y; T~'/?Hr) (corresponding to the second-order
Edgeworth expansion) is given by

2
9a(y; T2 Hr) = (y; ZT){l +y Bk,T(@/)},

k=1
where
3
X371 (Y 3y
Bty - 82 (L),
3 A\%3 %2
Bar(y) — w(y_“ﬁ_@f+i>+ X <y_6_iy4 %_g
’ 41 \zt 8 32/ 2132 \x% ¥ ¥l %3

Let pp = 2[p/2] and denote by E(M,pp) the set of all measurable functions f : R — R
satisfying |f(z)| < M (1 + |z|P°) for every x € R. Put

Apr(f) = |EIf(T72Hy)] — U, 12[f]],

and

(f:6,0) = /R sup | £(z +y) — f(2)|v(dz)

ly|<o

for 4 > 0, measurable function f and Borel measure v on R.

Suppose that X7 — ¥ > 0 as T'— oo, and fix any positive constant X° such that 3° > ¥.
We say that “Estimate (10) holds true for T=Y2Hp" if “for any M, K > 0, there exist positive
constants M* and 6* such that

Apr(f) < Mrw(f; T75, ¢(2;2%)da) + o(T~P~2197)/2) (10)

for T — oo uniformly in f € E(M,pg)”. Our goal is to show that Estimate (10) holds true for
T—12Hr in both of Cases A and B. We impose the following moment condition:



Assumption 1. X is strictly stationary with a non-trivial stationary distribution F' admitting
moments of any order.

Remark 1. A natural question is that “given an order of the expansion, is it possible to specify
up to what order of F’s moments are actually required?”. To answer this, apart from [A2] easy
to check (see Section 4), we must carefully estimate the moment of the dominating polynomial
& of |\IJ(1/A)E7€/)| (see (39) and (40) in the proof), where the function ¥ essentially comes from
the integration by parts formula, and hence the specification of the required order is in principle
possible. However we do not pursue this problem here because in most applications (cf Barndorft-
Nielsen and Shephard (2001,2002,2003), also Barndorff-Nielsen et al. (2002)), Condition [A2] is
fulfilled and it is not so constructive to spare the space to count the order.

In the sequel, we denote by nék) the k-th cumulant of £, a random variable or a distribution.

2.2 Case A

In this case, H satisfies
dH, = B(X, — k§))dt + 60/Xydwy + pdZy,  Hy =0, (11)

where Z; = Z; — E[Z;] = Z; — E[Z1]t is the centred Z. Since A > 0 and Z is a subordinator, we
have suppF C R. If the Lévy measure of Z admits moments of any order outside neighborhoods
of the origin, then Assumption 1 is satisfied under .Z(Xy) = F’; see Remark 5 below.

Denote by Az the Poisson random measure associated with jumps of Z, and let it be written
as

Ag(dt,dz) = py(dt,dz) + pz(dt, dz) (12)
for some Poisson random measures ,ubZ and pyz. Correspondingly, write
Iz (dz) = vy (dz) + vz (dz), (13)
where V"Z and vy stand for the Lévy measures on R associated with u"Z and pyz, respectively.
The second assumption here is

Assumption 2. There exists a non-empty open subset of Ry on which the Lévy measure vy
admits a positive C3-density with respect to the Lebesque measure.

We need the C3-property of the density of vy for the condition ([1’ — 4) of Bichteler et al.
(1987). The Lévy measure V"Z may be any one as long as Assumption 1 is satisfied; in particular,
we may take be = 0 if IIz admits a sufficiently smooth positive density. Many examples of F'
treated by Barndorff-Nielsen and Shephard satisfy Assumptions 1 and 2; for instance, generalized
inverse Gaussian, tempered stable and selfdecomposable modified stable (cf. Barndorff-Nielsen

et al. (2002)).

Theorem 1. Let H be given by (11). Suppose that Assumptions 1 and 2 are met, and fix any
positive number X0 such that

2
30 < 02,#) + X(ﬁ-l-)\p)%g)-

Then, Estimate (10) holds true for T~Y/2Hr.

The proof of Theorem 1 is given in Section 4.1.



2.3 Case B

In this case, H satisfies
dH, = 3(X; — &)dt + pdZ,,  Hy =0, (14)

where, differently from Case A, X may take its values in R.

As in Case A, suppose that the Poisson random measure Az and the Lévy measure 115 are
of the forms (12) and (13), respectively, except that Z is not necessarily a subordinator. The
further assumption here is

Assumption 3. FEither of the following two conditions holds true:
(i) Cyz > 0;
(i) there exists a mon-empty open subset of R\{0} on which vz admits a positive C3-density
with respect to the Lebesgue measure.

Assumption (i) of B3 requires nothing for jumps of Z; in particular, Z may be a Wiener
process.
Theorem 2. Let H be given by (14). Suppose that Assumptions 1 and 8 are met, and fix any
positive number X° such that

2

Then, Estimate (10) holds true for T~Y/2Hyp.

The proof of Theorem 2 is given in Section 4.2.

2.4 Some remarks concerning OU processes

Let us refer to some convenient previous results concerning an OU process
dXy = =M Xydt + dZ,

whose solution is explicitly given by (4). See Masuda (2004) and references therein for more
information.

Remark 2. Any selfdecomposable distribution can be realized as a possible stationary distri-
bution of an OU process; more precisely, there is one-to-one correspondence between a possible
stationary distribution of an OU process and a selfdecomposable distribution. See Sato and
Yamazato (1983) for details.

Remark 3. Two theoretical construction of a stationary OU process with a concrete marginal
distribution are possible. First, suppose that a selfdecomposable distribution F' is given. If
o(u; F) is differentiable at u # 0 and moreover if the function u +— ud,k(u; F') is continuous
at u = 0, then there exists a stationary OU process X with the marginal distribution F' and
Z determined by k(u; Z1) = Audyk(u; F): see Lemma 3.1 of Barndorff-Nielsen et al. (1998).
Secondly, we can determine the stationary distribution F' of X via a given generating triplet of
Z1; in this case, the Lévy measure I1z(dz) of Z must meet

/ log |2|I1z(dz) < oc.
|z|>1

See Sato and Yamazato (1983).



Remark 4. If X is strictly stationary and the Lévy measure of F' admits a differentiable density
gr(x) for z # 0, then the Lévy measure of Z admits a density gz(x) given by

9z(x) = =X"Hgr(z) + 29gr(x)}. (15)
The relation (15) is convenient to determine Z, given F’; see, e.g., Barndorff-Nielsen (1998).

Remark 5. If F' (resp. Z;) admits the k-th cumulant, then Z; (resp. F') admits the k-th
cumulant as well and they are related by

k)\ka%k) = H(Zkl). (16)

See Section 2.1 of Barndorff-Nielsen et al. (2001). The formula (16) enables us to write down

the coefficients of the asymptotic expansion in terms of only /@'Ef) or only H(Zkl), k € N. If we use

Barndorff-Nielsen and Shephard’s custom dZ); instead of dZ;, then (16) becomes k‘/ﬁlgf) = H(Zkl).

3 Coefficients of the expansion

As already mentioned, the formula (6) is useful for computation of the coefficients of the asymp-
totic expansions. In both cases, simple but tedious computations give explicit expressions for

Xr,T-
3.1 Case A

A minor modification of Theorem 1 of Lukacs (1969) yields the following simple lemma:

Lemma 3.1. Let Z be a subordinator. Let h : [0,T] x R — C be continuous in the first
component, and suppose that the real part of h(s,u) is non-positive for every (s,u). Then

logE[eXp{ /0 Th(s,u)dZSH _ /0 " log B [exp {h(s,1) 21 )] ds

for every u € R.

Using (6), conditional argument (note that here X and w are independent), and Lemma 3.1,
one can easily obtain that under Assumption 1

T
Xr,7(w) = O, k(ar(u); F) —l—/ 0y, k(br(v,u); Z1)dv, r>2, (17)
0
where
92 2
orw = (U540 ) i)
2,2
br(o) = = {0n) + o} i)

The elementary chain rule for differentiations and the above formula readily yield the explicit
expressions for x,r. Note that if 3 = p = 0, then all odd-order cumulants vanish since
Z(T~'?Hr) is symmetric and centered at the origin. See Theorem 2.2 of Nicolato and Ve-
nardos (2003) for formulation of the Laplace transform of T—'/2Hp.



The following formula is convenient for computations of x; 7 (for the second-term on the
right-hand side in (17)):

Tl / {8100 ) + oY n(\, v)'ds
(18)
_ Z ( )ﬁﬂ =i, ()
for k,1 € NU {0}, where
T
I,(T) = / {n(\,v)}"dv, m e NU{0},
0
satisfy the recurrence formula
L(T) = A" pa(T) = (M) Hn(W T, keN,

from which we get

In(T) = XT30S g (LT, w2 »

IyT) =T.

It follows from (18) and (19) that
k
_Jkl —>)\ (k+1) Z( )ﬂ] k=i \k—i — )\f(lJrk)(ﬁ_’_p)\)k’ as T — oo,
7=0

In particular, we obtain that
ET:XQ’T—>02I€(1) (ﬂ+)\p)2 ()>0aST—>oo
For the next two, we obtain that
_ —1/2 ) (3)—1 (33 3
var = T7{RDT(F D)) + 30 0(T))
+3026 2T (B(n(A, T))? + 2X\J1.1(T)) }
~ TIN5 4 pA) R+ 6A 1028 + pA )k |

and

xar = T {(4)T (B* (N, T))* + 4N Ja0(T))
+692/<;F (BN T))? + 3N 21 (T))
130T (0, T)? + 22(T)) |

~ T’1{4)ﬁ3(ﬁ + oA 11802028 + pA)2kl) + 6x194,<;§§>}

where Frp ~ G means that Fir/Gp — 1 as T — oc.

10



Remark 6. Barndorff-Nielsen and Shephard (2002) advocated that the tempered stable distri-
bution denoted by T'S(k,d,&), where 0 < k < 1, 6 > 0, and £ > 0, is one of good candidates for
F when the model is applied to finance; a special case is IG(9,&) for k = 1/2. For T'S(k, 6, §),
we must assume that & > 0 for Assumption 1, and in this case the normal tempered stable
distribution (N7T'S) including the normal inverse Gaussian (NIG) for k = 1/2 appears as the
approximation of the distribution of the instantaneous log-return of a stock price. NT'S (also
NIG) is known to be able to exhibit skewness and steepness (fat tails) very flexibly and it
also possesses reproducing-property. Further, the cumulant generating function of T'S(k, ¢, &) is
simply given by 6{¢ — (€'/% — 2u)*}, from which one easily gets

k-1
k k—k)/Kk .
"'(T;(K,zs,g) = —6(=2)¢RF (k- j),  keN.
j=0

3.2 Case B

In this case the cumulants x, r are simpler than Case A. In similar fashion to Case A, we can
obtain that, for r > 2,

T
(W) = O (BT Py T F) & [ 3 (o4 B o) T 20 21 do,
0
from which we obtain
Xer = T2 [P (87 (0N T))" + Ardoo(T)}], 7> 2.

For example, we see that under G+ pA # 0

(2)
X1 = X2 — —H)\F (ﬁ—l—p)\)2 >0as T — oo,

which says that we actually need 5+ Ap # 0 in this case. Higher order cumulants have the same
expressions as Case A with 6 = 0.

4 Proofs

The proof will be carried out essentially through Theorem 4 of Yoshida (2004), which is a
reduced version of Theorem 1 of that paper and particularly targets at stochastic differential
equations with jumps; the Theorem 1 deals with general (partially) mixing processes. Hence,
before entering the proof, let us briefly mention what Theorem 1 of Yoshida (2004) says for
reader’s convenience.

Building on Markov nature and stationarity of X, the exponential mixing version of Theorem
1 of Yoshida (2004) asserts that it suffices to verify the following conditions in order to validate
our results:

[A1] X is strongly mixing with exponential rate;

[A2] for each T' € R, supsepo ) | Hillpr+1(py < 003

11



[A3] (a version of conditional type Cramér conditions) there exist positive constants t°, a, o’
and B, and a truncation functional ¥ : (2,.%) — ([0,1],B([0,1])) such that 0 < a,d’ < 1,
4a’ < (a —1)? and that the following two conditions are met:

E| sup |E[e™"0|Xo, Xp]|| <, (20)
|u|>B
1-E[l] <a. (21)

It is difficult in general to check [A3] directly, however, we can employ infinite dimensional
stochastic calculus (Malliavin calculus) with truncation to verify it. This is just what Theorem
4 of Yoshida (2004) provides: [A3] is replaced by another condition called [A3%9], in which local
non-degeneracy of a Malliavin covariance matrix of interest as well as some other regularity
conditions is required. Our plan is thus to prove [A3Q] under our assumptions.

In both of Cases A and B, Assumption 1 ensures the conditions [A1l] and [A2]. Indeed, X
is exponentially [-mixing under Assumption 1: see Theorem 4.3 of Masuda (2004) for details.
Turning to [A2], the relation (16) implies that Z; as well as F' admits moments of any order, and
then Jensen’s inequality (also Burkholder-Davis-Gundy’s inequality in Case A) readily ensures
[A2]. Hence, in both of Cases A and B, it remains to verify [A3].

In the rest of this section, we write ji%(dt,dz) = u’(dt,dz) — v (dz)dt and fiz(dt,dz) =
pz(dt,dz) — vz (dz)dt; recall (12) and (13).

4.1 Proof of Theorem 1

Suppose that Assumptions 1 and 2 hold true. Without loss of generality, we may set 6 = 1.
In addition to direct application of Theorem 4 of Yoshida (2004) itself, we shall introduce an
auxiliary process H for H, which will turn out to be essential for the condition (A’—4) of Bichteler
et al. (1987). Here the condition (A’ — r), 7 € N, is a series of conditions for smoothness of
the coefficients of stochastic differential equations of interest, moreover, it requires polynomial
growth rate of the derivatives of the coefficients; consult p.147 of Bichteler et al. (1987) for
details. More precisely, we shall circumvent the irregular behavior of the derivatives of H’s
diffusion coefficient \/X; near the origin, introducing a suitable truncation functional.

4.1.1 Transforming the Poisson random measure in Case A

Under Assumption 1, it follows from the Lévy-1t6 decomposition that

t t
a:A#%+// m%m¢@+// zfiz(ds,dz)
0/Ry 0/R+

for each t € Ry. Under Assumption 2, we can find an open set E4 o = (¢1,¢2) with 0 < ¢ <
¢y < 00, on which vz admits a C3-density gz such that inf.em, , 92(2) > 0.

To begin with, we partly rewrite the stochastic differential equation of (X, H), replacing par-
tial jumps associated with pz corresponding to the region (cj, c) by the uniform Poisson space,
so that the resulting compensating measure becomes the Lebesgue measure; this is required for
direct application of the theory of Bichteler et al. (1987). Under Assumption 2, this corresponds
to the change of variable

e
2f=2"(2) = / gz(v)dv, z€ Eap. (22)
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Write g5 (2) = 2*(2). Then g} (z) is strictly decreasing on E4, hence g5 (c1) > g (c2) > 0.

Accordingly, we have
t rco gZ(cl
// zfiz(ds,dz) // 2Ny (ds,dz"), (23)
0Jcy 9

where g, stands for the inverse function of z gJZr(z), which is also strictly decreasing, and
fiy(dt,dz*) = py,(dt,dz*) — dtdz* with the integer-valued random measure p% defined by

as g (‘11
/ / (s, )iz (ds, d) / / T ks, g5 ()i (ds, dz) (24)

for each t € R4, a1,a2 € R such that a1 < ag, and any measurable function h on Ry x R.
Put E4 = (g} (c2), 95 (c1)). It follows that, for B € B(E4) and t € Ry, we have

Eluz((0,1, B)] = I(B)t,

where [(-) stands for the Lebesgue measure. Then the stochastic differential equation of (X, H)
becomes

(o) = 80 (s (o

1 ~ ~ * 1 ~ % *
+/ z( >{,ubZ+1E§‘O,uZ}(dt,dz) +/ Ja(z )( >uz(dt,dz ),
Ry \P ’ E, P

where EY , denotes the complement of Exy, Eq= EqU (gJZr(cl),oo), and the function J4 is
given by

(25)

Ja(z") =g, (z")1Eg,(27), 2* e Ey.

Note that (25) is clearly a graded stochastic differential equation according to the grading
R? = R x R of R? in the sense of 5-5 of Bichteler et al. (1987). Also, note that for each t € Ry
the random number 1% ([0,t], E4) is a.s. finite, and that the function z* — J4(2*) is of class C*
on E4 by virtue of Assumption 2 and the inverse function theorem.

Remark 7. We have presented a (partial) transformation of the Poisson random measure iz
demonstratively, however, we should note that it is always possible to extract a uniform Poisson
random measure from any Poisson random measure o on I x E C Ry X R, as soon as pu’s Lévy
measure at least admits a positive density on . Of course this is true of the multi-dimensional
case.

Let (2, 2, P) be the canonical space defined as follows. Let (Q, %, P) stand for the canonical
product Wiener-Poisson space over a non-empty time-interval [0, t°], and then define (Q ,%’) by
the product measurable space (Q, %) = (Ry x Q, B(Ry) ® #). Define a probability measure P
by P =F x P: under P, the projection to the first space, say Z, yields the same law as F', the
canonical projection w is a one-dimensional Wiener process, and that the canonical projections
1wy +1 B4 Mz and py are independent Poisson random measures on [0,29] x Ry and [0,1°] x Ey,

respectively. Also, Z and (w, ,ubZ +1pg Hz, 1y are independent under P. We shall consistently
write Z for its distributional equivalent on the space (Q, %, P), that is, Z(Z|P) = Z(Z|P),
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where £ (£|Q) stands for the distribution of a random variable £ under a probability measure

@: accordingly, we write Z; = Z; — E[Z]t.
On the space (Q, %, P), we consider the flow (X(t,v),H(t,v))" associated with (X, H)
starting from v = (x,h)" € R, x R, which of course satisfies

t
X(tv)=eMe+ [ e MN9az,,

£ ‘ (26)
H(t,v) =h+ B/O (X (s,0) — kY)ds +/0 VX (s,0)dws + pZ;.

We shall execute the Malliavin calculus for this flow on a suitable event {1&6761 > 0}, where 1/36’6/
is the truncation functional defined in the next subsection.

4.1.2 Construction of a truncation functional in Case A

Here we concretely construct a truncation functional defined on (Q, @, ]3), say 1&676/, in order to
extract a “nice event” on which an integration-by-parts formula can be applied: we must show
that such an event has positive P-probability. Here the meaning of the argument (e,€) will be
clarified below. The functional 1ﬂ67€/ corresponds to a distributional equivalent of ¢ appearing
in [A3].

Let ¢1 € C%F(R4+;[0,1]) be a non-increasing function such that ¢1(x) =1if 0 <2z <1/2 and
pi(x) = 0if x > 1, where C¥(R;[0,1]) denotes the set of all [0, 1]-valued smooth functions
defined on R with bounded derivatives. We shall consider 1/3576/ of the form

&e,e’ = ¥1 (ée,e’) (27)

for some 5676/ € DQL@O?, where Déoof denotes the domain of the extended Malliavin operator £
employed in Section 5 of Yoshida (2004).

From now on, we construct a “nice event” step by step, and then suitably define 56761 ((36)
below). In what follows, we fix arbitrary positive constants xg and ¢V, and put © = (2,0) .

1) Define an auxiliary event 27 by
o) ={z > ektoxo}.

Clearly P[M] > 0 since any non-trivial selfdecomposable distribution possesses an unbounded
support. Since Z is a subordinator, we see that from (26)

0
X(t,0) > e Mz > Mgy > g

for every t € [0,t%] on .24, so that we have

inf X(t,0)>
ot (t,0) > xo

uniformly on 7.
Fix any function 7 € C;°(R4; R4 ) satisfying the following conditions, where Cp°(Ry; Ry)
stands for the set of all smooth functions on R4 with bounded derivatives of order> 1:

(7-1) 7(x) = x for x > x¢/T;

(7-2) x+ 7(x) and z +— O7(x) are globally Lipschitz.

14



Using this 7, define a process H(-,v) by

H(t,v) =h —|—ﬁ/ot(X(s,x) — Hg))ds + /OtT(X(s,x))dws + pZy,

which is same as H except for the smooth diffusion coefficient. By the previous paragraph,
H(-,v) = H(-,v) for t € [0,1°] on «7] paving positive P-probability.
2) Let ¢ and ¢} (j = 1,2) be positive constants such that 0 < ¢; < ¢} < ¢} <5 <y < < o0,
and write E4 = (g5(ch),g5(c))) € Ea. Let na € C¥(Ry;R4) be any function satisfying
inf .z na(z*) > 0, and na(z*) = 0 for z* ¢ (g7 (ch),95(c])): we shall utilize this 74 as an
auxiliary function satisfying 10-1 of Bichteler et al (1987).

Denote by V the differential operator with respect to v = (z, h)T. Then, taking account of
the expression (26), the matrix-valued process K(-,v) = V(X(-,v), H(-,v))" is given by

] o 0
K(t,v) = (5)\1(1 — ™M)+ 0, [y T(X(5,0))dw, 1> ' .

Obviously
detK;(v) = e ™

for any v € R4 x R. Denote by A; the (2,1)-component of the right-hand side of (28). In view
of Assumption 1, the definition of 7, and (26), it is clear that E[fgo 7(X(s,0))%ds] < oo and
E[fgo{axT(X(s,@))}st] < 00. Then it is well known that the Lipschitz property (7-2) ensures
existence of a differentiable version of z — fg T(X (s,v))dws, so we have

Ay =0, / (s,v))dw, :/Ote_’\s(aT)o(X(s,v))dws

=z =z

Fix t; € (0,t°) and zp € E4. Take a sufficiently small constant ¢ > 0 so that I{ :=
(t1 — €, t1 +¢€) C (0,2°) and that ES := (20 — €, 20 + €) C E4. Now we define <75 by

dy = {puz(I}, Ey) = 1}. (29)
Obviously P[e/5] = 4€® exp(—4€?) > 0 for any e > 0.
3) Next, for ¢ > 0, we introduce

%6/ = {Supogtgto |At| < 6/} . (30)

Recall that here x — O7(x) is supposed to be bounded, so that A is a continuous F-martingale.
Enlarging the underlying §tochastic basis, we see that there exists a standard Wiener process
B = (Bt)teRJr such that Ay = By, (e.g., Theorem IV 34.11 of Rogers and Williams (1994)),

where [A];, = fo “20(d7) o (X (s,0))}2ds, and obviously [A],e < ||07]|%t°. Therefore, we can
estimate as

Pleff|#5) = P[P [supocicn | By, | < €|o(X.pp)] o]
P

o (X, )| |es5].

> [P {SUP0§t§||BT||§OtO | By| < ¢
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where the random number
P |supg<i<|jor|z 0 [ Bt < 6"U(X, M})}

is a.s. positive for any t°,¢ > 0 (cf. p.97 of Billingsley (1999)), hence we obtain that
Plots | ol5] > 0 as. Put &/ = o/ N o5 N o5, then we have
Pla] = PPl N .oy |
= PlAPl5 1Py | o]
> 0

for any € and €’: here, due to the independence between i}, and w, it should be noted that we
may control € and € independently.

4) With the smooth modification ﬁ introduced before, the Malliavin covariance matrix U(-,0)
associated with the flow (X (-,0), H(-,9))" is well-defined for ¢ € [0,¢°], and given by

U(t,0) = K(t,0)S(t,0)K (t,0) ", t e 0,19, (31)

: :/Otf((s,@)—l (8 X(S’@)) K(s,8)T ~'ds

v/ /E VR (s () s o) s,z

with Va(2*) = {0Ja(2%)}2na(2*): See Section 10 of Bichteler et al. (1987) for details. Due to
(28) and non-negative definiteness of the second term of the right-hand side of (32), we obtain
that

!
where, on &7<€,

(32)

t0

S.) > [ K v)1<0 O V&

T —1
0 X(s 7A})>K(s,v) ds

// VAR (5,0)” (p ,f)fﬂs,@)”uz(ds,dz*)

f[ﬁ fEE Va(2*)e? s s (ds, dz*)
f[ﬁ fEE VA e S( - )\SAs)MZ(dS:dZ*)

sym
0 A
f]f sz Va(2*)(p — e A,y (ds, dz*) + [o X (s,0)ds >

!
on &7 %€, so that we have

detS </6/5VA p2Xs *(dsdz)>
: </f /2 Va(z*)(p — e A )2 (ds, dz*) + /Oto X(s,q})d5> (33)
(/ / Va(z)e( €>‘SAS)M*Z(ds,dz*)>2.
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Also, clearly we have
detU (10, 9) = e~ detS(t°, 9) (34)

in view of (28) and (31). We shall show that detS(t°,¢) > 0 to conclude that detU(t°,) > 0
uniformly on & << fe., local non-degeneracy of U(t",9). In the sequel, we use the small order
symbol 0”(1) for random or non-random variables R ¢ such that R, — 0 as €,€' | 0 uniformly
on /<.

Under Assumption 2, z* — Vj(2*) is of class C? and strictly positive uniformly on EY.
Applying the Taylor series around zy and t1, we easily obtain

VA(Z*)BQ)\S — VA(Z(])62M1+OH(1),
Val) (o~ A = Valeao) {p- AT D))+ (1),
Va()e(p— e 4,) = Va(z)e™ {p— BT = 1)} +0"(1),

Substituting these three displays in (33), we get
detS(t%,0) > {Va(z0)e*M 4 0"(1)}

’{VA(Zo) (p+)\*1ﬂ _ )Flﬂe)‘tlf _|_/0t0 X(s,ﬁ)ds+o”(1)}

B {VA(ZO)eAtl (,04—)\_15— )\—15€>\t1) +O,,(1)}2
tO

= Va(z)e* i X(s,0)ds + 0" (1). (35)

Here we of course used the fact that, on /%€, i (I5, ES) = 1 for any €,¢ > 0. Therefore we
see that, from (34) and (35),

detU(t°,9) = e M detS(t°,0)
A=Y (2)wot + 0" (1)

on «/%¢. Hence, choosing 14 as n4(z) is sufficiently large (without loss of generality) and
letting € and ¢ be sufficiently small, we may take detU(t9,0) > 3 on @, Fix ¢ and ¢ like this
in the rest of this proof.

V

5) Now we define a functional 56761 € Dﬁoo_ by

1 2
14 detU(10,9) + 1+ 750:0616*)"50’

ée,e/ (36)

it is clear that é“/ € Np<oo X (]5) By the choice of € and € in the previous step, it follows that

0< Pla] < PldetU(t°,0) >3, & > e xq]
. 1 1 2 1
S 0 - S Rl ~ 1 0 S n
1+ detU(t ,7)) 4 1+ 7xx0 e—Al 4

2
Consequently, detU(t%, %) = 0 implies v {detU(t°,9)} ~* = 0 (with the convention 0 - co = 0).
We thus end up with

Lemma 4.1. Let 1@“/ be of the form (27). Then there exists 5576/ € Dﬁoof such that P[ée,e’ <
1/2] > 0 and that 1/3576/{detU(t0,17)}_1 € Ny<oo LP(P) for each t° > 0.

N PN 1
< P|:£e,e’ < _:|
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4.1.3 On the condition (A’ — 4)

We must check (A’ — 4) of Bichteler et al. (1987) for the flow (X (-,v), H(-,v))". Here € and ¢
are fixed so that the assertion of Lemma 4.1 holds true.

As already mentioned, the diffusion coefficient /X (¢, v) of H(-,v) causes trouble for (A’ —4).
However, it is sufficient that we can apply the integration-by-parts formula on the event carved
out by the truncation functional 1&676/. Now, let us note that the definition (27) leads to the
following inclusive relation:

{&6,6/ > 0} - {fe,e/ S 1}

C

=
{ inf X(s,@)z@}.

0<s<t0 7

Thus, the property (7-1) implies that H(t,0) = H(t, ) for t € [0,£°] on {e > 0}: in other
word, we have
P,

where 1) . and Hy (both defined on the original probability space (£2,.%, P)) stand for a dis-
tributional equivalent of 1ﬂ67€/ and H (t°, Q), respectively. On the other hand, it is quite straight-
forward to verify (A" —4) for {(X(-,0), H(~,1§))T}t€[oyt0}, hence we have seen that

1z { (Veers 1y, 50 (X0, He)) ‘P} ~ { (s 1, moy (X0, 0), H (20, 0)))

(X(‘a@)vH(',@))T} meets

Lemma 4.2. Under Assumptions 1 and 2, the process {1 .
¥, t€[0,t9]

o >0}

(A —4).

4.1.4 An integration-by-parts formula and moment conditions

Here € and ¢’ are still fixed as the assertion of Lemma 4.1 holds true. On (Q, @, ]5), consider the
Malliavin operator (£, Déw_) used in Section 5 of Yoshida (2004): see Section 9 of Bichteler et

al. (1987) for a detailed exposition. Denote by 'z the bilinear form corresponding to £: namely,
for F,G € D%

2,00—
I+(F,G) = L(FG) — GLF — FLG. (37)

Put 2 = (X(t°,8), H(1°,)) and S [tpe s Z] = {070, A e o}, where 0.5 = (07)) = I'(Z, Z)
and A ; = deto ; (we shall use similar notation for the other variables).

According to the truncation via 1@6’6/, we can now follow the argument in Section 4.2 of
Yoshida (2004), except that H’s diffusion coefficient is replaced under our truncation, in order
to validate the conditional type Cramér condition: to be precise, for any B > 0, distributional
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equivalence and the integration-by-parts formula yield that

E[ sup ‘E[¢€’E/eitho‘X0,Xto]

] = FE| sup E[¢676/€iUHtO’X0,Xt0]
w:lu|>B

u:|u|>B

|

— B swp [Bicc OO0

L w:|u|>B

= B| swp |u) Bl 00 ()| X (1, 0)] }(38)
L w:|u|>B

where & ((w“/, Hy) P) = ((lbe o, H(t ‘P) and the functional ¥, which is well-defined

on {1/3576r > 0}, is given by
TN 0 ~1 )
(iew) = I (X(E,0), 0% gy e Te(X (10, 0), H(E°,9)))
= I (e, H(,0)) = 206 o LH(E,0) (39)

, 0
+ 20_@0 )we el ( to A to A)) ﬁX(tO’@).
It follows from (38) that

B[ sup 1Blp e 15, Xl < LBIRG)
u:|u|>B
We must show (i) € L'(P): if this is true, then (20) of [A3] follows by letting B be
sufficiently large. Note that (21) in [A3] holds true with 1) = v ¢ since Pt ¢ > 0] = ]3[1/36’6/ > 0]
and this probability is positive by virtue of Lemma 4.1.

As remarked in Section 5.1 of Yoshida (2004), there exists a polynomial function & such
that

|w&ﬂ>s9({f$@Q< o)L U, >MN&MLW%&mA%¢Q, (40)

where Q(t°,0) = detU(t°,0), V(t°,0) = L2 € R? and U*(t°,0) = I':(U(t°,0),U(t°,9)) €
R*® R
1) In Lemma 4.1, we have seen that 1{‘5 ,|<1}Q(t0,@)*1 € ﬂp<ooLp(]f’).

2) Since Z € Déoof and L takes its values in Npoo LP(P), we see that V(t°,0) and U(t°,)
belong to ﬂp<ooLp(15).
3) Applying Theorems 10-3 and 10-17 of Bichteler et al. (1987) repeatedly and then using

Theorem 5-10 of the same monograph, it is easy to see that U*(t°,0) € ﬂp<ooLp(]5), taking into
account that 7 € C;°(Ry).

4) Since fe o € NpeooLP(P), it follows from (37) and the property of £ that o; € Npcoo LP(P).

Eeer
Summarizing the above steps yields
Lemma 4.3. Under Assumptions 1 and 2, we have ‘I’(&eye ) € L'(P) for ¥ of (39).

Combining Lemmas 4.1, 4.2 and 4.3 guarantees [A3%] of Yoshida (2004), hence the proof of
Theorem 1 is now complete.

19



4.2 Proof of Theorem 2
Suppose that Assumptions 1 and 3 hold true.

4.2.1 A transformation of the Poisson random measure in Case B

Under Assumption 1, we can write

Ly = )\ﬁFt—l—\/CZwt—i—// 2 (ds,dz) // zfiz(ds,dz)

for each t € R, where w stands for a one-dimensional Wiener process. As in Case A, let us
consider a transformation of the absolutely continuous part of the Poisson random measure; of
course this procedure may be skipped if we know that Z has no jumps and Cz > 0.

Assumption 3 assures the existence of a bounded domain Epy = (c1,c2) C R\{0} for which
the Lévy density gz meets inf.cp, , 97(2) > 0. Without loss of generality, we may suppose that
c1,¢2 > 0: if vz(R4) =0, then regard —Z as Z.

As in Case A, we introduce the change of variables 2z* = z*(z) = g (z) for = € Ep and
transform iz into p7, as in (22), (23) and (24), with g, still denoting the strictly decreasing
inverse function defined on Ep = (g (c2), g5 (c1)). Put EB = EpU (g} (c1),00). Then, just like
(25), (X, H) satisfies

(i) = 68 =0 (2 e V@2 ()t
. /R +z</1)){ﬁ gy iz} (dtdz) + /E B JB<Z*><;>ﬁ*Z(dt7dz*),

JB(2*) = g, (2" )1E,(27), ¥ € Ep.

(41)

where

Fix any constant t° > 0 and let (Q,%A’, ]5) be the canonical space defined as in the proof
of Theorem 1, except for some trivial changes of notation. Also define on (Q,@, ]f’) the flow
(X(-,v),H(-,v))" associated with (X, H) of (41) starting from v = (z,h)" € R%. Let & be a
random variable such that .Z(2|P) = F and that & is independent of (w, 1, + e 1z, 1y)-
Again put © = (£,0) . It is easy to see that

where @ € R? ® R? is given by

-2 0
o= (5 o)
As in Case A, let ¢ and ¢ (j = 1,2) be positive constants such that 0 < ¢; < ¢} < ¢f <
¢y < dy < g < 00, and wrlte Ep = (g5(c4),g95(c))) € Ep. Also let np € OF(R1;Ry) be
any function satisfying inf ..z np(z*) > 0, and np(z*) = 0 for 2* ¢ (95(ch),9%(c)). Under
0)

Assumption 3, the flow (X (-,0), H(-,9))" clearly satisfies the condition (A’ — 4).
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In this case, the process S(-,0) corresponding to (32) is given by

t
S(t,v) = CZ/ e ¢ <1 p2> e Q" ds
p P (42)

0
t

[ e (B h) e v s )
0JEg P P

where Vg (z*) = {0Jp(2*)}*np(2*); S(-,9) is actually independent of ©. Then the Malli-
avin covariance matrix U(t°,0) of (X (t°,9), H(t°,0))" is well-defined and given by U(t°,0) =
e’@5(10,9)e’ Q" | so that

detU (12, 9) = e M detS(t°, 9). (43)

4.2.2 Proof of Theorem 2 under Assumption 3 (i)

Suppose that Cz > 0. Since the second term on the right-hand side of (42) is non-negative-
definite, we have

tO
S(t°,v) > CZ/ e~ C; p2> e—@" gs,

0 P
and hence elementary computations yield

0
detS(t°,0) > CZAH(B + pA)Q{%(e”‘to —1) = (M - 1)2}. (44)
The right-hand side of (44) is positive whenever t° > 0, 8+ pA # 0, and A > 0. Thus S(t*, 9) is
bounded from below by a positive-definite matrix, so that the non-degeneracy of U(t°, %) follows
from (43) without any non-trivial truncation functional; simply let ¢ = 1 in [A3]. Then the
analogous assertions as Lemmas 4.2 and 4.3 can be easily obtained all without essential distinc-
tion. Thus the assertion of Theorem 2 has been proved under Assumption 1 and Assumption 3

(i).
4.2.3 Construction of a truncation functional in Case B

It remains to prove Theorem 2 under Assumptions 1 and 3 (ii). We here again construct a
truncation functional, which is much simpler than 1), . used in Case A: differently from Case A,
we need no modification of H.

Fix t° > 0 arbitrarily, and let t;,to € (0,%°) be constants such that t; # to. Also fix
zo € Ep. Let € > 0 be sufficiently small so that I§ := (t; —€,t; +€) € I; (j = 1,2) and that
ES := (20 — €,20 + €) € Ep. Define &/¢ by

’Q{E:{M*Z(I;EEB) =1, fOI‘jZl,Q.}. (45)
Then we have Pe/¢] = 16! exp(—8¢2) > 0 for any € > 0. Define the truncation functional i),
by ¥ = ¢1(&) with o1 introduced in Section 4.1.2, where

£ = 2
1+ 3detU(t9,0)

(46)

Using this 1/36, we shall proceed as in the proof of Theorem 1.
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Let us show that the Malliavin covariance matrix U (", 9) is non-degenerate on the event .27
for any € > 0: here we shall in turn utilize the jump part of (42), ignoring the diffusion part.

Since
As At
—sQ _ e 0 - e 0
€ - (ﬂ/\_l(l o 6)\3) 1) - (ﬂ/\_l(l - eAt]-) 1) +0(1)

for € | 0 (we use o(1) for matrices too), Taylor’s expansion around zg and ¢; (j = 1,2) says that,

on 7€,

2 1
S(t9, // e_SQ(
o = [ [ e n
Jj=1"" B
2

Y

) e~ Vi (") i (ds, d=")

J? Sym.
— VB(ZO) ((p—l-ﬁ)\_l)e](l) . ﬁ)\_IJ(Q) 23:1{(p+ﬂA—1) — ﬂA—lekt]’}2> + 0(1)

by virtue of (45), where J1) := Mt - M2 and J2) .= e2M1 4 ¢2M2. Therefore we obtain
detS(t°,0) = Vi (20)>A72(6 4 Ap)?(eMt — eM2)2 4 o(1),

which is positive for e sufficiently small whenever pA + 3 # 0 and ¢; # t5. Note that we may
set Vp(zo) arbitrarily large by choosing the function np suitably, so that we can conclude that,
recalling (43), detU(t%,9) > 1 on &7 for some € > 0. In this case, we have P[¢, < 1/2] > 0 by
the definition (46), and the assertion corresponding to Lemma 4.1 holds true.

Clearly . > 0 implies that 1 /3 < detU(°,9), so that the integration-by-parts formula under
the truncation is in force as in the proof of Theorem 1. The assertions corresponding to Lemmas
4.2 and 4.3 can be obtained in a similar manner to the case of Theorem 1. All in all, the proof
of Theorem 2 is complete.
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